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Foreword

My involvement with computer networking started with TheoryNet (1977), an e-mail system for theoretical computer scientists. Later (1981) I helped lead the computer science network (CSNET) project, which eventually connected most academic and many industrial computer research groups. In the early days, our efforts were primarily focused on providing connectivity and being able to use applications such as e-mail, ftp, and telnet. However, even in the simple (by today’s standards) environment of the 1970s and early 1980s (Arpanet, CSNET, and other experimental Internet networks), getting routing “right” turned out to be quite challenging.

I was fortunate to be part of the NSFNET regional/backbone model development. This is when I began to fully understand the significance of routing in a large-scale multi-domain network and, in particular, the central role of policy issues in such a decentralized environment. Over the past decade, as the Internet became ubiquitous and global in scale, routing has become even more important. Packets must be forwarded efficiently from one end of the world to the other with minimal perception of delay. This has required tremendous efforts on many fronts: how to evolve routing protocols for large-scale loosely-coupled networking environments, how to engineer a network for efficient routing from an operational point of view, how to do efficient packet processing at routers, and how to effectively take into account the complexity of policy issues in the determination of routes. And while there have been many exciting advances over the past two decades, much work remains to be done.

In parallel, we have seen tremendous advances in traditional telephony. The underlying telecommunication system has changed from analog to digital and has incorporated the latest advances in optical technologies and, more recently, voice over IP. Throughout these revolutionary changes, routing has continued to play a critical role.

We are now at a crossroad. Various efforts are underway to determine a framework for next generation networks that allow seamless convergence of services and a platform to more easily create new services. Among other things, this requires a fresh look at routing. To be successful, it is important that we understand what has worked to date. To better understand the issues and complexities, we should look at this broadly, considering a variety of different network architectures, not just for the Internet. For each such network architecture, we can benefit from understanding its principles, protocols, algorithms, and functions, with a focus on routing. This will help give us perspective as we consider how to design routing for the next-generation network.

In this regard, Deepankar Medhi and Karthikeyan Ramasamy’s book, Network Routing: Algorithms, Protocols, and Architectures, is very timely. Departing from most other works, it
is unique in providing an in-depth understanding of routing in a wide variety of types of networks. It includes extensive coverage of the evolution of routing over time. Particularly appealing is its in-depth coverage across a spectrum of algorithmic, technical, experiential, and practical issues. In addition, the detailed coverage of routers and switches is particularly valuable, as it helps the reader gain an understanding of why different approaches and components are needed to address packet processing, especially for scalability. In this regard, it is uniquely successful in drawing an important connection between routing and routers.

Mehdi and Ramasamy’s presentation is clear and approachable, allowing a wide audience to understand and gain an appreciation of network routing. I believe that it will become a core reference book on routing for router developers, network providers, students, and researchers for both today’s practitioners and those who are interested in next-generation routing.

Lawrence Landweber
Past John P. Morgridge Chair and Past Department Chairman
Computer Science Department, University of Wisconsin–Madison
Fellow, Association for Computing Machinery and
Recipient of IEEE Award on International Communication
Former President and Chair of the Board of Trustees, Internet Society
Preface

In the span of a quarter-century, network routing in communication networks has evolved tremendously. Just a quarter-century ago, the public switched telephone network (PSTN) was running hierarchical routing, ARPANET routing was operational, and the telecommunication infrastructure had fixed static transport routes. In the 1980s, we saw the first tremendous growth in routing: Internet routing was deployed under the TCP/IP stack starting, first with the RIP protocol; the telephone network started deploying dynamic call routing schemes; and the telecommunication transport network deployed SONET transport mechanisms, which could reroute in a ring topology in 40 millisec in the event of a failure. In the past fifteen years, we have seen the need for policy routing because of multiprovider settings, and the need to develop fast lookup algorithms for packet processing that enables efficient routing. We have also seen interdependency between addressing and routing as first addressed through classless interdomain routing (CIDR) and more recently, because of number portability in the PSTN. More importantly, we saw how the way an addressing scheme is deployed can impact routing and lookup algorithms.

Network routing can be broadly divided into three basic fundamental categories: packet routing, circuit-switched routing, and transport routing; certainly, a combination is possible. The evolution over the past quarter-century has brought to the foreground the need to understand and examine where and how different dimensions of routing, from algorithms to protocols to architectures, can differ for different types of networks, and where they intersect. Certainly, the goal is to learn from our past experiences and prepare ourselves for next generation networks and routing.

While numerous papers have been written on the subject of network routing, and several books are now available on routing for specific networks, the field still lacks a comprehensive or systematic guide that encompasses various routing paradigms. Second, even in discussions of a single routing type (for example, either the Internet or PSTN), the focus often appears to be either on protocols or algorithms without tying them together with analysis and implementation; or, the work delves more into router command-line for router configuration; or, being informational without explaining the whys. Furthermore, how the addressing mechanism can affect routing decisions is yet another important topic that is rarely discussed. For efficient routing, how routers are architectured—and why—is yet another mystery. Finally, the relation between traffic engineering and efficient routing is also another topic. In the end, one needs to be somewhat of an “expert” in different routing paradigms to get a well-rounded view.
Last, after investigating routing in different networks for a number of years, we have come to the conclusion that network routing is like an economy. Similar to macroeconomics and microeconomics, network routing also has macro- and micro-centric issues. In addition, seemingly different and conflicting systems can and do co-exist. Not all of the issues are purely technical; business relations and regulatory issues are also important to recognize and consider. This book is an attempt to paint a broad picture that encompasses various aspects of network routing in one place.

**AUDIENCE**

Our goal has been to create a book that can be used by a diverse set of audiences, with varied levels of background. Specifically, we set out to create a book that can be used by professionals, as well as students and researchers. In general, this is intended as a self-study. We assume that the reader already has some basic knowledge of networking. Among professionals, the intent has been to cover two broad groups: router developers, including protocol designers and router architects, and network designers and operators, with the overall goal to bring out issues that one group might want to understand that the other group faces. For students, this book is intended to help learn about routing in depth, along with the big picture and lessons from operational and implementation experience. For researchers who want to know what has been done so far and what critical issues to address for next-generation routing, this is intended as a helpful reference. In general, this book has been intended as a one-stop treat for all interested in network routing in different networks.

**ORGANIZATION AND APPROACH**

The book is organized into six parts. Each part starts with a chapter-level summary. We present below a brief overview of each part:

- **Part I (four chapters):** We cover the basic foundations of routing from algorithms to protocols, along with network flow modeling.
- **Part II (five chapters):** This part is about IP network routing, from standardized protocols for both intra- and inter-domain routing, to IP traffic engineering and Internet routing architectures.
- **Part III (four chapters):** This part covers PSTN routing, from hierarchical routing to dynamic routing, and from addressing to traffic engineering, including the role of signaling in routing, along with the impact of number portability in routing.
- **Part IV (three chapters):** In this part, we cover router architectures for different scale routers for efficient packet processing, along with address lookup algorithms and packet filtering and classification mechanisms.
- **Part V (four chapters):** As impetuses for next generation routing, we present quality-of-service routing, multiprotocol label switching, generalized multiprotocol label switching, and routing at the intersection of IP-PSTN for voice over IP.
- **Part VI (five chapters):** This bonus material (available on the CD-ROM) is made up of two sub-parts: the first three chapters continue beyond Part IV by delving more into routers by
presenting efficient switching, packet queueing and scheduling, and traffic conditioning; the remaining two chapters extend Part V by covering transport network routing, optical network routing, and multi-layer routing.

At the beginning of each chapter, a reading guideline is provided. This gives a brief description on the background needed to read the chapter; it also discusses which other chapters this chapter is connected to or has dependency on. In general, it is not necessary to read the chapters in sequential order. Furthermore, the chapters are organized in a way so that the reader who has familiarity with a particular topic can move on and read other chapters of interest. Similarly, there are a few chapters on traffic engineering that require a certain level of mathematical background. They can be read independently if the reader has the background, or can be skipped for later reading, without missing the broad picture. Regardless, each chapter contains a Further Lookup section, which includes a brief discussion on additional reading; followed by a set of exercises that is meant for a wide audience. Notations, conventions, and symbols used in the book are summarized in Appendix A. Miscellaneous refresher topics that are helpful in understanding the material presented in this book are included in Appendix B.

In general, we have given special attention to being concise about describing each topic, while ensuring that the material is approachable for a wider audience. The book is still hefty in size in order to cover routing in different networks. Despite our keen interest, we needed to make the decision to leave out certain important topics instead of cutting corners on the topics presented. The topics not covered in the book (except for cursory remarks) are: multicast routing, routing in ATM networks, routing in cellular/wireless networks, routing in sensor networks, and security vulnerabilities in routing. The router command-line–based configuration of protocols is not included in this book, because there are many detailed books available on this aspect for various Internet routing protocols. Finally, there is a direct connection between routing and capacity design and planning. For an in-depth treatment of capacity design and planning, the reader is referred to the companion book [564].

**BONUS MATERIALS AND ONLINE RESOURCES**

The book, in its printed form, has 20 chapters. A CD-ROM is provided with the book that contains an additional five chapters labeled “Advanced Topics.” Of these five chapters, three chapters are related to router architectures: switching packets (Chapter 21), packet queueing and scheduling (Chapter 22), and traffic conditioning (Chapter 23). The remaining two chapters are related to transport and next-generation routing: transport network routing (Chapter 24), and optical network routing and multilayer routing (Chapter 25).

Additional support materials (for example, instructional materials and additional exercises) will be available at http://www.mkp.com/?isbn=9780120885886 and http://www.NetworkRouting.net. The latter site will also serve as a resource site and will provide links to materials available on the web on network routing.
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Part I: Network Routing: Basics and Foundations

We start with basics and foundations for network routing. It has four chapters.

In Chapter 1, we present a general overview of networking. In addition, we present a broad view of how addressing and routing are tied together, and how different architectural components are related to routing.

A critical basis for routing is routing algorithms. There are many routing algorithms applicable to a variety of networking paradigms. In Chapter 2, we present shortest and widest path routing algorithms, without referring to any specific networking technology. The intent here is to understand the fundamental basis of various routing algorithms, both from a centralized as well as a distributed point of view.

In Chapter 3, we consider routing protocols that play complementary roles to routing algorithms. The important point to understand about routing protocols is the nature of its operation in a distributed environment in which information are to be exchanged, and when and what information to be exchanged. Fundamentally, there are two routing protocol concepts: distance vector and link state. The path vector routing protocol extends the distance vector approach by including path information; however, this results in an operational behavior that can be drastically different than a distance vector protocol. Thus, the scope of this chapter is to present routing protocols in details, along with illustrations, however, without any reference to a particular networking technology.

This part concludes by presenting background material that is important for traffic engineering of networks. It may be noted that routing and traffic engineering are inter-twined. Thus, a good understanding of the fundamentals of how network flow modeling and optimization can be helpful in traffic engineering is important. Chapter 4 covers network flow modeling and introduces a number of objectives that can be application for network traffic engineering, and describes how different objectives can lead to different solutions.
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Networking and Network Routing: An Introduction

*Not all those who wander are lost.*

J. R. R. Tolkien
It is often said that if anyone were to send a postcard with minimal address information such as “Mahatma Gandhi, India” or “Albert Einstein, USA,” it would be routed to them due to their fame; no listing of the street address or the city name would be necessary. The postal system can do such routing to famous personalities usually on a case-by-case basis, relying on the name alone.

In an electronic communication network, a similar phenomenon is possible to reach any website or to contact any person by telephone anywhere in the world without knowing where the site or the person is currently located. Not only that, it is possible to do so very efficiently, within a matter of a few seconds.

How is this possible in a communication network, and how can it be done so quickly? At the heart of the answer to this question lies network routing. Network routing refers to the ability of an electronic communication network to send a unit of information from point A to point B by determining a path through the network, and by doing so efficiently and quickly. The determination of an efficient path depends on a number of factors, as we will be discussing in detail throughout this book.

First, we start with a key and necessary factor, known as addressing. In a communication network, addressing and how it is structured and used plays a critical role. In many ways, addressing in a communication network has similarities to postal addressing in the postal system. Thus, we will start with a brief discussion of the postal addressing system to provide an analogy.

A typical postal address that we write on a postcard has several components—the name of the person, followed by the street address with the house number (“house address”), followed by the city, the state name, and the postal code. If we, on the other hand, take the processing view to route the postcard to the right person, we essentially need to consider this address in the reverse order of listing, i.e., start with the postal code, then the city or the state name, then the house address, and finally the name of the person. You may notice that we can reduce this information somewhat; that is, you can just use the postal code and leave out the name of the city or the name of the state, since this is redundant information. This means that the information needed in a postal address consists of three main parts: the postal code, the street address (with the house number), and the name.

A basic routing problem in the postal network, then, is as follows: the postcard is first routed to the city or the geographical region where the postal code is located. Once the card reaches the postal code, the appropriate delivery post office for the address specified is identified and delivered to. Next, the postman or postwoman delivers the postcard at the address, without giving much consideration to the name listed on the card. Rather, once the card arrives at the destination address, the residents at this address take the responsibility of handing it to the person addressed.

You may note that at a very high-level view, the routing process in the postal system is broken down to three components: how to get the card to the specific postal code (and subsequently the post office), how the card is delivered to the destination address, and finally, how it is delivered to the actual person at the address. If we look at it in another way, the place where the postcard originated in fact does not need to know the detailed information of the street or the name to start with; the postal code is sufficient to determine to which geographical area or city to send the card. Thus, we can see that postal routing uses address hierarchy for routing decisions. An advantage of this approach is the decoupling of the rout-
ing decision to multiple levels such as the postal code at the top, then the street address, and so on. An important requirement of this hierarchical view is that there must be a way to divide the complete address into multiple distinguishable parts to help with the routing decision.

Now consider an electronic communication network; for example, a critical communication network of the modern age is the Internet. Naturally, the first question that arises is: how does addressing work for routing a unit of information from one point to another, and is there any relation to the postal addressing hierarchy that we have just discussed? Second, how is service delivery provided? In the next section, we address these questions.

1.1 Addressing and Internet Service: An Overview

In many ways, Internet addressing has similarities to the postal addressing system. The addressing in the Internet is referred to as Internet Protocol (IP) addressing. An IP address defines two parts: one part that is similar to the postal code and the other part that is similar to the house address; in Internet terminology, they are known as the netid and the hostid, to identify a network and a host address, respectively. Thus, a host is the end point of communication in the Internet and where a communication starts. A host is a generic term used for indicating many different entities; the most common ones are a web-server, an email server, and certainly the desktop, laptop, or any computer we use for accessing the Internet. A netid identifies a contiguous block of addresses; more about IP Addressing later in Section 1.3.

Like any service delivery system, we also need a delivery model for the Internet. For example, in the postal system, one can request guaranteed delivery for an additional fee. The Internet’s conceptual framework, known as TCP/IP (Transmission Control Protocol/Internet Protocol), relies on a delivery model in which TCP is in charge of the reliable delivery of information, while IP is in charge of routing, using the IP addressing mechanism. IP, however, does not worry about whether the information is reliably delivered to the address or is lost during transit. This is somewhat similar to saying that the postal system will route a postcard to the house address, while residents at this address (not the postal authority) are responsible for ensuring that the person named on the card receives it. While this may seem odd at first, this paradigm has been found to work well in practice, as the success of the Internet shows.

A key difference in the Internet as opposed to the postal system is that the sending host first sends a beacon to the destination address (host) to see if it is reachable, and waits for an acknowledgment before sending the actual message. Since the beacon also uses the same transmission mechanism, i.e., IP, it is possible that it may not reach the destination. In order to allow for this uncertainty to be factored in, another mechanism known as a timer is used. That is, the sending host sends the beacon, then waits for a certain amount of time to see if it receives any response. If it does not hear back, it tries to send the beacon a few more times, waiting for a certain amount of time before each attempt, until it stops trying after reaching the limit on the maximum number of attempts. The basic idea, then, requires that the receiving host should also know the address of the sender so that it can acknowledge the receipt of the beacon. As you can see, this means that when the sending host sends its beacon, it must also include its source IP address.

Once the connectivity is established through the beacon process, the actual transmission of the content transpires. This is where a good analogy is not available in the postal system;
rather, the road transportation network is a better fit to describe an analogy. If we imagine a group of 100 friends wanting to go to a game, then we can easily see that not all can fit in one car. If we consider that a car can hold five people, we will need twenty cars to transport this entire group. The Internet transfer model also operates in this fashion. Suppose that a document that we want to download from a host (web-server) is 2 MB. Actually, it cannot be accommodated entirely into a single fundamental unit of IP, known as packet or datagram, due to a limitation imposed by the underlying transmission system. This limitation is known as the Maximum Transmission Unit (MTU). MTU is similar to the limitation on how many people can fit into a single car. Thus, the document would need to be broken down into smaller units that fit into packets. Each packet is then labeled with both the destination and the source address, which is then routed through the Internet toward the destination. Since the IP delivery mechanism is assumed to be unreliable, any such packet can possibly get lost during transit, and thus would need to be retransmitted if the timer associated with this packet expires. Thus another important component is that content that has been broken down into smaller packets, once it arrives at the destination, needs to be reassembled in the proper order before delivering the document.

We conclude this section by pointing out that the acknowledgment and retransmission mechanism is used for most well-known applications on the Internet such as web or email. A slightly different model is used for applications that do not require reliable delivery; this will be discussed later in the chapter.

1.2 Network Routing: An Overview

In the previous section, we provided a broad overview of addressing and transfer mechanisms for data in Internet communication services. Briefly, we can see that eventually packets are to be routed from a source to a destination. Such packets may need to traverse many cross-points, similar to traffic intersections in a road transportation network. Cross-points in the Internet are known as routers. A router’s functions are to read the destination address marked in an incoming IP packet, to consult its internal information to identify an outgoing link to which the packet is to be forwarded, and then to forward the packet. Similar to the number of lanes and the speed limit on a road, a network link that connects two routers is limited by how much data it can transfer per unit of time, commonly referred to as the bandwidth or capacity of a link; it is generally represented by a data rate, such as 1.54 megabits per second (Mbps). A network then carries traffic on its links and through its routers to the eventual destination; traffic in a network refers to packets generated by different applications, such as web or email.

Suppose that traffic suddenly increases, for example, because of many users trying to download from the same website; then, packets that are generated can possibly be queued at routers or even dropped. Since a router maintains a finite amount of space, known as a buffer, to temporarily store backlogged packets, it is possible to reach the buffer limit. Since the basic principle of TCP/IP allows the possibility of an IP packet not being delivered or being dropped enroute, the finite buffer at a router is not a problem. On the other hand, from an efficient delivery point of view, it is desirable not to have any packet loss (or at least, minimize it) during transit. This is because the reliable delivery notion works on the principle of retransmission and acknowledgment and any drop would mean an increase in delay due
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to the need for retransmission. In addition, during transit, it is also possible that the content enclosed in a data packet is possibly corrupted due to, for example, an electrical signaling problem on a communication link. This then results in garbling of a packet. From an end-to-end communication point of view, a garbled packet is the same as a lost packet.

Thus, for efficient delivery of packets, there are several key factors to consider: (1) routers with a reasonable amount of buffer space, (2) links with adequate bandwidth, (3) actual transmission with minimal error (to minimize packets being garbled), and (4) the routers’ efficiency in switching a packet to the appropriate outgoing link. We have already briefly discussed why the first two factors are important. The third factor, an important issue, is outside the scope of this book since encoding or development of an error-free transmission system is an enormous subject by itself; interested readers may consult books such as [666]. Thus, we next move to the fourth factor.

Why is the fourth factor important? A packet is to be routed based on the IP address of the destination host; however, much like street address information in a postal address, there are far too many possible hosts; it is impossible and impractical to store all host addresses at any router. For example, for a 32-bit address, theoretically a maximum of \(2^{32}\) hosts are possible—a very large number (more about IP addressing in the next section). Rather, a router needs to consider a coarser level of address information, i.e., the netid associated with a host, so that an outgoing link can be identified quickly just by looking up the netid. Recall that a netid is very much like a postal code. There is, however, a key difference—netids do not have any geographical proximity association as with postal codes. For example, postal codes in the United States are five digits long and are known as ZIP (Zonal Improvement Plan) codes. Consider now Kansas City, Missouri, where a ZIP code starts with 64 such as 64101, 64102, and so on. Thus, a postcard can be routed to Kansas City, MO (“64”) which in turn then can take care of routing to the specific ZIP code. This idea is not possible with IP addressing since netids do not have any geographical proximity. In fact, an IP netid address such 134.193.0.0 can be geographically far away from the immediately preceding IP netid address 134.192.0.0. Thus, at the netid level, IP addressing is flat; there is no hierarchy.

You might be wondering why IP address numbering is not geographic. To give a short answer, an advantage of a nongeographic address is that an organization that has been assigned an IP address block can keep its address block even if it moves to a different location or if it wants to use a different provider for connectivity to the Internet. A geographically based address system usually has limitations in regard to providing location-independent flexibility.

In order to provide the flexibility that two netids that appear close in terms of their actual numbering can be geographically far away, core routers in the Internet need to maintain an explicit list of all valid netids along with an identified outgoing link so that when a packet arrives the router knows which way to direct the packet. The list of valid netids is quite large, currently at 196,000 entries. Thus, to minimize switching time at a router, efficient mechanisms are needed that can look up an address, identify the appropriate outgoing link (direction), and process the packet quickly so that the processing delay can be as minimal as possible.

There is, however, another important phase that works in tandem with the lookup process at a router. This is the updating of a table in the router, known as the **routing table**, that contains the identifier for the next router, known as the **next hop**, for a given destination.
netid. The routing table is in fact updated ahead of time. In order to update such a table, the
router would need to store all netids it has learned about so far; second, if a link downstream
is down or congested or a netid is not reachable for some reason, it needs to know so that
an alternate path can be determined as soon as possible. This means that a mechanism is re-
quired for communicating congestion or a failure of a link or nonreachability of a netid. This
mechanism is known as the routing protocol mechanism. The information learned through a
routing protocol is used for generating the routing table ahead of time.

If new information is learned about the status of links or nodes, or the reachability of a
netid through a routing protocol, a routing algorithm is then invoked at a router to determine
the best possible next hop for each destination netid in order to update the routing table. For
efficient packet processing, another table, known as the forwarding table, is derived from the
routing table that identifies the outgoing link interfaces. The forwarding table is also known
as the Forwarding Information Base (FIB). We will use the terms forwarding table and FIB
interchangeably.

It should be noted that a routing algorithm may need to take into account one or more
factors about a link, such as the delay incurred to traverse the link, or its available bandwidth,
in order to determine the best possible path among a number of possible paths. If a link along
a path does not have adequate bandwidth, congestion or delay might occur. To minimize
delay, an important function, called traffic engineering, is performed. Traffic engineering is
cconcerned with ways to improve the operational performance of a network and identifies
procedures or controls to be put in place ahead of time to obtain good network performance.

Finally, there is another important term associated with networking in general and net-
work routing in particular, labeled as architecture. There are two broad ways the term archi-
tecture from the architecture of a building is applicable here: (1) a floor inside a building
may be organized so that it can be partitioned efficiently for creating office spaces of different
sizes by putting in flexible partitions without having to tear down any concrete walls, (2) it
provides standardized interfaces, such as electrical sockets, so that equipment that requires
power can be easily connected using a standardized socket without requiring modification
to the building or the floor or the equipment. Similarly, there are several ways we use the
term architecting a network: for example, from the protocol point of view, various functions
are divided so that each function can be done separately, and one function can depend on
another through a well-defined relationship. From a router’s perspective, architecting a net-
work refers to how it is organized internally for a variety of functions, from routing protocol
handling to packet processing. From a network perspective, this means how the network
topology architecture should be organized, where routers are to be located and bandwidth of
links determined for efficient traffic engineering, and so on. Later, we will elaborate more on
architectures.

To summarize, we can say that the broad scope of network routing is to address routing
algorithms, routing protocols, and architectures, with architectures encompassing several dif-
ferent aspects for efficient routing. In this book, we will delve into these aspects in depth. With
the above overview, we now present IP addressing in detail.

1.3 IP Addressing
If one has to send data to any host in the Internet, there is a need to uniquely identify all the
hosts in the Internet. Thus, there is a need for a global addressing scheme in which no two
hosts have the same address. Global uniqueness is the first property that should be provided in an addressing scheme.

### 1.3.1 Classful Addressing Scheme

An IP address assigned to a host is 32 bits long and should be unique. This addressing, known as IPv4 addressing, is written in the bit format, from left to right, where the left-most bit is considered the most significant bit. The hierarchy in IP addressing, similar to the postal code and the street address, is reflected through two parts, a network part and a host part referred as the pair \((netid, hostid)\). Thus, we can think of the Internet as the *interconnection* of networks identified through netids where each netid has a collection of hosts. The network part \((netid)\) identifies the network to which the host is attached, and the host part \((hostid)\) identifies a host on that network. The network part is also referred as the *IP prefix*. All hosts attached to the same network share the network part of their IP addresses but must have a unique host part.

To support different sizes for the \((netid, hostid)\) part, a good rule on how to partition the total IP address space of \(2^{32}\) addresses was needed, i.e., how many network addresses will be allowed and how many hosts each of them will support. Thus, the IP address space was originally divided into three different classes, Class A, Class B, and Class C, as shown in Figure 1.1 for networks and hosts. Each class was distinguished by the first few initial bits of a 32-bit address.

For readability, IP addresses are expressed as four decimal numbers, with a dot between them. This format is called the *dotted decimal notation*. The notation divides the 32-bit IP address into 4 groups of 8 bits and specifies the value of each group independently as a decimal number separated by dots. Because of 8-bit breakpoints, there can be at most 256 (= \(2^8\)) decimal values in each part. Since 0 is an assignable value, no decimal values can be more than 255. Thus, an example of an IP address is 10.5.21.90 consisting of the four decimal values, separated by a dot or period.

![Figure 1.1 Classful IP addressing scheme.](image-url)
Each Class A address has the first bit set to 0 and is followed by 7 bits for the network part, resulting in a maximum of 128 (\(= 2^7\)) networks; this is then followed by a 24-bit host part. Thus, Class A supports a maximum of \(2^{24} - 2\) hosts per network. This calculation subtracts 2 because 0s and 1s in the host part of a Class A address may not be assigned to individual hosts; rather, all 0s that follow a netid such as 10.0.0.0 identify the network, while all 1s that follow a netid such as 10.255.255.255 are used as the broadcast address for this network. Each Class B network address has the first two bits set to “10,” followed by a 14-bit network part, which is then followed by a 16-bit host part. A maximum of \(2^{14}\) networks can be defined with up to \(2^{16} - 2\) hosts per network. Finally, a Class C network address has the first three bits set as “110” and followed by a 21-bit network part, with the last 8 bits to identify the host part. Class C provides support for a maximum of \(2^{21}(= 2,097,152)\) networks with up to 254 \((2^8 - 2)\) hosts. In each class, a set of network addresses is reserved for a variety of purposes; see [319].

Three address classes discussed so far are used for unicasting in the Internet, that is, for a host-to-host communication. There is another class of IP addresses, known as Class D addressing, that is used for multicasting in the Internet; in this case, the first four bits of the 32-bit address are set to “1110” to indicate that it is a multicast address. A host can use a multicast address as the destination address for a packet generated to indicate that the packet is meant for any hosts on the Internet; in order for any hosts to avail this feature, they must use another mechanism to tune into this address. Multicast address on the Internet can be thought of as similar to a radio station frequency; a radio station transmits on a particular frequency—any listener who wants to listen to this radio station must tune the radio dial to this frequency.

The original rationale behind classes of different sizes was to provide the flexibility to support different sized networks, with each network containing a different number of hosts. Thus, the total address length can still be kept fixed at 32 bits, an advantage from the point of view of efficient address processing at a router or a host. As the popularity of the Internet grew, several disadvantages of the addressing scheme came to light. The major concerns were the rate at which the IP address blocks that identify netids were being exhausted, especially when it was necessary to start assigning Class C level netids. Recall from our earlier discussion that IP netids are nongeographic; thus, all valid netids are required to be listed at the core routers of the Internet along with the outgoing link, so that packets can be forwarded properly. If we now imagine all Class C level netids being assigned, then there are over 2 million entries that would need to be listed at a core router; no current routers can handle this number of entries without severely slowing packet processing. This issue, first recognized in the early 1990s, led to the development of the concept of classless addressing. In order to understand this concept, we first need to understand subnetting/netmask.

### 1.3.2 Subnetting/Netmask

Consider the IP address 192.168.40.3 that is part of Class C network 192.168.40.0. A subnet or sub-network is defined through a network mask boundary using the specified number of significant bits as 1s. Since Class C defines networks with a 24-bit boundary, we can then consider that the most significant 24 bits are 1s, and the lower 8 bits are 0s. This translates to the dotted decimal notation 255.255.255.0, which is also compactly written as “/24” to
indicating how many most significant bits are 1s. We can then do a bit-wise logical “AND” operation between the host address and the netmask to obtain the Class C network address as shown below:

\[
\begin{align*}
\text{AND} & \quad 11000000 \ 10101000 \ 00101000 \ 00000011 \quad \rightarrow \quad 192.168.40.3 \\
& \quad 11111111 \ 11111111 \ 11111111 \ 00000000 \quad \rightarrow \quad \text{netmask (/24)} \\
& \quad 11000000 \ 10101000 \ 00101000 \ 00000000 \quad \rightarrow \quad 192.168.40.0
\end{align*}
\]

As you can see, both the host address and the netmask have 1s in the first two positions from the left; thus, the “AND” operation results in 1s for these two positions. For the third position from left, the host has 0 while the netmask has 1; thus, the result of the “AND” operation is zero; and so on. Note that for network addresses such as Class C address, the netmask is implicit and it is on a /24 subnet boundary. Now consider that we want to change the netmask explicitly to /21 to identify a network larger than a 24-bit subnet boundary. If we now do the bit-wise operation

\[
\begin{align*}
\text{AND} & \quad 11000000 \ 10101000 \ 00101000 \ 00000011 \quad \rightarrow \quad 192.168.40.3 \\
& \quad 11111111 \ 11111111 \ 11111100 \ 00000000 \quad \rightarrow \quad \text{netmask (/21)} \\
& \quad 11000000 \ 10101000 \ 00101000 \ 00000000 \quad \rightarrow \quad 192.168.40.0
\end{align*}
\]

we note that the network address is again 192.168.40.0. However, in the latter case, the network boundary is 21 bits. Thus, to be able to clearly distinguish between the first and the second one, it is necessary to explicitly mention the netmask. This is commonly written for the second example as 192.168.40.0/21, where the first part is the netid and the second part is the mask boundary indicator. In this notation, we could write the original Class C address as 192.168.40.0/24 and thus, there is no ambiguity with 192.168.40.0/21.

1.3.3 Classless Interdomain Routing

Classless Interdomain Routing (CIDR) uses an explicit netmask with an IPv4 address block to identify a network, such as 192.168.40.0/21. An advantage of explicit masking is that an address block can be assigned at any bit boundaries, be it /15 or /20; most important, the assignment of Class C level addresses for networks that can show up in the global routing table can be avoided or minimized. For example, a contiguous address block can be assigned at the /21 boundary which can be thought of as an aggregation of subnets at the /24 boundary. Because of this, the term supernetting or variable-length subnet masking (VLSM) is also used in reference to the explicit announcement of the netmask.

Through such a process, and because of address block assignment at boundaries such as /21, the routing table growth at core routers can be delayed. In the above example, only the netid 192.168.40.0/21 needs to be listed in the routing table entry, instead of listing eight entries from 192.168.40.0/24 to 192.168.47.0/24. Thus, you can see how the routing table growth can be curtailed. CIDR was introduced around the mid-1990s; the current global routing table size, as of this writing, is about 196,000 entries. The routing table growth over time, along with projection, is shown later in Figure 9.10. In order for CIDR to take effect, any network address reachability announcement that is communicated with a routing protocol such as the Border Gateway Protocol must also carry the mask information explicitly. Its usage and applicability will be discussed in more detail in Chapter 8 and Chapter 9. In Table 1.1, we show a set of IP addresses reserved for a variety of purposes; see [319] for the complete list.
TABLE 1.1 Examples of reserved IP address blocks.

<table>
<thead>
<tr>
<th>Address Block</th>
<th>Current Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0.0.0/8</td>
<td>Identifies source hosts in the current network</td>
</tr>
<tr>
<td>10.0.0.0/8</td>
<td>Private-use IP networks</td>
</tr>
<tr>
<td>127.0.0.0/8</td>
<td>Host loopback address</td>
</tr>
<tr>
<td>169.254.0.0/16</td>
<td>Link local for communication between links on a single link</td>
</tr>
<tr>
<td>172.16.0.0/12</td>
<td>Private-use IP networks</td>
</tr>
<tr>
<td>192.168.0.0/16</td>
<td>Private-use IP networks</td>
</tr>
<tr>
<td>240.0.0.0/4</td>
<td>Reserved for future use</td>
</tr>
</tbody>
</table>

1.4 On Architectures

Architectures cover many different aspects of networking environments. Network routing must account for each of the following architectural components. Some aspects of the architectures listed below are critical to routing issues:

- **Service Architecture**: A service model gives the basic framework for the type of services a network offers.

- **Protocol Stack Architecture**: A protocol stack architecture defines how service delivery may require different functions to be divided along well-defined boundaries so that responsibilities can be decoupled. It does not describe how actual resources might be used or needed.

- **Router Architecture**: A router is a specialized computer that is equipped with hardware/software for packet processing. It is also equipped for processing of routing protocols and can handle configuration requirements. A router is architected differently depending on its role in a network, such as a core router or an edge router, although all routers have a common set of requirements.

- **Network Topology Architecture**: For efficient operation as well as to provide acceptable service to its users, a network is required to be organized based on a network topology architecture that is scalable and allows growth. In order to address efficient services, there is also a direct connection among the topology architecture, traffic engineering, and routing.

- **Network Management Architecture**: A network needs to provide several additional functions in addition to carrying the user traffic from point A to point B; for clarity, the user data traffic forwarding is considered as the *data plane*. For example, from an operational point of view, a *management plane* handles the configuration responsibility of a network, and a *control plane* addresses routing information exchanges.

In the following sections, we elaborate on the above architectural facets of networking. To simplify matters, most of the following discussions will center around IP networks. Keep in mind that these architectures are applicable to most communication networking environments as well.
1.5 Service Architecture

An important aspect of a networking architecture is its service architecture. The service architecture depends partly also on the communication paradigm of its information units. Every networking environment has a service architecture, much like the postal delivery system. In the following, we focus on discussing three service models associated with IP networks.

**Best-Effort Service Architecture**

Consider an IP network. The basic information unit of an IP network is a packet or a datagram which is forwarded from one router to another towards the destination. To do that, the IP network uses a switching concept, referred to as packet switching. This means that a router makes decisions by identifying an outgoing link on a packet-by-packet basis instantaneously after the packet arrives. At the conceptual level, it is assumed that no two packets are related, even though they might arrive one after another and possibly for the same web-page downloaded. Also, recall that at the IP level, the packet forwarding function is provided without worrying about reliable delivery; in a sense, IP makes its best effort to deliver packets. Because of this, the IP service paradigm is referred to as the best-effort service.

**Integrated Services Architecture**

Initially, the best-effort service model was developed for the reliable delivery of data services, since it was envisioned that services would be data-oriented services that can tolerate delay, but not loss of packets. This model worked because the data rate provided during a session can be adaptive.

The concept for integrated services (“int-serv”) architecture was developed in the early 1990s to allow functionalities for services that are real-time, interactive, and that can tolerate some loss, but require a bound on the delay. Furthermore, each session or connection requires a well-defined bandwidth guarantee and a dedicated path. For example, interactive voice and multimedia applications fall into this category. Note that the basic best-effort IP framework works on the notion of statelessness; that is, two consecutive packets that belong to the same connection are to be treated independently by a router. Yet, for services in the integrated services architecture that require a connection or a session for a certain duration of time, it became necessary to provide a mechanism to indicate the longevity of the session, and the ability for routers to know that resources are to be reserved for the entire duration.

Since the basic IP architecture works on the notion of statelessness, and it was infeasible to completely change the basic IP service architecture, a soft-state concept was introduced to handle integrated-services. To do that, a session setup and maintenance protocol was also developed that can be used by each service—this protocol is known as the resource ReSerVation Protocol (RSVP). The basic idea was that once a session is established, RSVP messages are periodically generated to indicate that the session is alive. The idea of integrated services was a novel concept that relies on the soft-state approach. A basic problem is the scalability of handling the number of RSVP messages generated for all sessions that might be simultaneously active at a router or a link.
DIFFERENTIATED SERVICES ARCHITECTURE

The differentiated services (“diff-serv”) architecture was developed to provide prioritized service mechanisms without requiring connection-level information to be maintained at routers. Specifically, this approach gives priority to services by marking IP packets with diff-serv code points located in the IP header. Routers along the way then check the diff-serv code point and prioritize packet processing and forwarding for different classes of services. Second, this model does not require the soft-state concept and thus avoids the connection-level scalability issue faced with RSVP. Diff-serv code points are identified through a 6-bit field in the IPv4 packet header; in the IPv6 packet header, the traffic class field is used for the same purpose.

SUPPLEMENTING A SERVICE ARCHITECTURE

Earlier in this section, we introduced the best-effort service model. In a realistic sense, and to provide acceptable quality of service performance, the basic concept can be supplemented with additional mechanisms to provide an acceptable service architecture, while functionally it may still remain as the best-effort service architecture. For example, although the basic conceptual framework does not require it, a router can be designed to do efficient packet processing for packets that belong to the same web-page requested by a user since they are going to the same destination. That is, a sequence of packets that belongs to the same pair of origination and destination IP addresses, to the same pair of source and destination port numbers, and to the same transport protocol (either TCP or UDP) can be thought of as a single entity and is identified as a microflow. Thus, packets belonging to a particular microflow can be treated in the same manner by a router once a decision on forwarding is determined based on the first packet for this microflow.

Another way to fine-tune the best-effort service architecture is through traffic engineering. That is, a network must have enough bandwidth so that delay or backlog can be minimal, routers must have adequate buffer space, and so on, so that traffic moves efficiently through the network. In fact, both packet processing at a router and traffic engineering work in tandem for providing efficient services.

Similarly, for both integrated-services and differentiated-service architecture, packet handling can be optimized at a router. Furthermore, traffic engineering can be geared for integrated services or differentiated services architectures.

1.6 Protocol Stack Architecture

Another important facet of a networking environment is the protocol stack architecture. We start with the OSI (Open Systems Interconnections) reference model and then discuss the IP protocol stack architecture and its relation to the OSI reference model.

1.6.1 OSI Reference Model

The OSI reference model was developed in the 1980s to present a general reference model for how a computer network architecture should be functionally divided. As part of OSI, many protocols have also been developed. Here, we will present the basic reference model.
1.6 Protocol Stack Architecture

The OSI reference model uses a layered hierarchy to separate functions, where the layering is strictly enforced. That is to say that an \( N \)-layer uses services provided by layer \( N-1 \); it cannot receive services directly from layer \( N-2 \). In the OSI model, a seven-layer architecture is defined; this is shown in Figure 1.2. The seven layers are also referenced by layer numbering counting from bottom up. From a functional point of view, layer 1 provides physical layer functions. Layer 2 provides the data link function between two directly connected entities. Layer 3 is the network layer, where addressing and routing occurs. Layer 4 is the transport layer that can provide either reliable or unreliable transport services, with or without defining a connection (“connection-oriented” or “connection-less”). Layer 5 is the session layer, addressing communication that may transcend multiple connections. Layer 6 is the presentation layer that addresses structured information and data representation. Layer 7 is where the application layer protocols are defined.

While not every computer networking environment strictly adheres to the OSI reference model, it does provide an easy and simple way to check and compare what a particular networking environment might have to consider. Thus, this reference model is often quoted; in fact, you will hear use of terms such as “layer 2” device or “layer 3” device in the technical community quite often, assuming you know what they mean.

1.6.2 IP Protocol Stack Architecture

The IP architectural model can be classified into the following layers: the network interface, the IP layer, the transport layer, and the application layer (see Figure 1.2). We can easily see that it does not exactly map into the seven-layer OSI reference model. Actual applications are considered on the top of the application layer, although the IP model does not strictly follow layering boundaries as in the OSI reference model. For example, it allows an application to be built without using a transport layer; ping is such an example. We have discussed earlier that IP includes both the destination and the source address—this is accomplished through a header part in the IP packet that also contains additional information. The IP model does not explicitly declare how the layer below the IP layer needs to be; this part is simply referred to as the network interface that can support IP and will be discussed later in the chapter.
CHAPTER 1  Networking and Network Routing: An Introduction

NETWORK AND TRANSPORT LAYER

The IP addressing is defined at the IP layer, where the delivery mode is assumed to be unreliable. The transport layer that is above the IP layer provides transport services, which can be either reliable or unreliable. More important, the transport layer provides another form of addressing, commonly known as the port number. Port numbers are 16 bits long. Thus, the unreliable transport layer protocol, known as the User Datagram Protocol (UDP), can be thought of as allowing the extension of the address space by tagging a 16-bit port number to the 32-bit IP address. However, the role of the port number is solely at the host while routing is still done using the IP address. This is similar to the decoupling of the postal code and the house address in the postal addressing system. The reliable transport counterpart of UDP is known as the Transmission Control Protocol (TCP) which also uses a 16-bit port number, but provides reliable transport layer service by using a retransmission and acknowledgment mechanism. To be able to include the port number and other information, both TCP and UDP have well-defined headers. Because of two-way communication, similar to an IP packet including both the source and the destination address, TCP and UDP also include port numbers both for the source and the destination side. Since both TCP and UDP are above IP, a field in the IP header, known as the protocol type field, is used to be able to distinguish them. That is, through five pieces of information consisting of the source and the destination IP addresses, the source and the destination port numbers, and the transport protocol type, a connection in the Internet can be uniquely defined. This is also known as a microflow.

There are two IP packet formats: IPv4 and IPv6 (see Figure 1.3). IPv4 uses the 32-bit IP address and is the most widely deployed addressing scheme. IPv6 uses a longer 128-bit address that was developed in the mid-1990s; initially, it was designed anticipating that IPv4 addresses would be running out soon. This did not happen as initially thought, partly because of the proliferation of private IP address usage (see Table 1.1) that has been made possible by mechanisms known as network address translation (NAT) devices, which can map and track multiple private IP addresses to a single IP address. Packet formats for TCP and UDP are shown in Figure 1.4. So far, we have already discussed several well-known fields in these packets, such as IP source and destination addresses, source and destination port numbers, the protocol type field, and the diff-serv code point; other key fields shown in packets formats will be discussed later in Appendix B.14.

APPLICATION LAYER AND APPLICATIONS

Information structure at the transport layer is still at the byte level; there is no structured, semantic information considered at this level. However, structural information is needed for a particular application. For example, an email requires fields such as “From,” “To” before the body of a message is added; this then helps the receiving end know how to process the structured information. In order to provide the structured information for different applications, the IP architectural model allows the ability to define application layer protocols on the top of the transport layer protocols. Application layer protocols use unique listening port numbers from the transport layer level to distinguish one application from another. In other words, the IP architectural model cleverly uses the transport layer port number to streamline different application layer protocols, instead of defining yet another set of addresses at the application layer protocol level. Examples of application layer protocols are Simple Mail Transfer Protocol (SMTP), and HyperText Transport Protocol (HTTP), which are used by email and web
applications, respectively. However, the terminology is a bit confusing with some of the older application layer protocols, since both the application layer protocol and its associated application are described by the same name; for example, File Transfer Protocol (FTP), and telnet. It may be noted that this set of application layer protocols (SMTP, HTTP, FTP, telnet) requires reliable data delivery and, thus, uses TCP as the transport layer protocol.

There are other applications that do not require reliable data delivery. Voice over IP protocol, commonly referred to as VoIP, is one such application that can tolerate some packet loss and thus, retransmission of lost packets is not necessary. Such an application can then use

**FIGURE 1.3** Packet formats: IPv4 and IPv6.
UDP. Since UDP does not provide any structural boundaries, and because many real-time communications, such as voice and video, require similar structural formats with the ability to distinguish different encoding mechanisms, Real-time Transport Protocol (RTP) has been defined above UDP. For example, a voice stream, with its coding based on G.711 PCM coding standards, can use RTP, while a motion JPEG video can also use RTP; they are distinguished through a payload-type field in RTP.

**ROLE OF HEADERS**

By now, it might have become apparent that each layer needs to add a *header* to provide its functionality; and it then encapsulates the content received from the layer above. For example, RTP adds a header so that the payload time, among other things, can be indicated. How is then a message or a web page generated at an application level related to the layered data units, along with a header? To see this, consider transferring a web page. First, the
HTTP protocol adds its header to the entire content of the page. Suppose that the combination of this header and the content of the page comes to 50 kbytes. This content is then broken into smaller units. If such a unit is to be of 1000 bytes each, for example, due to a limitation imposed by the maximum transmission unit of a link, then we have to create 50 units of information. First, TCP will include its header which is 20 bytes in the default case, to make each unit, commonly referred to as a *segment*, to be 1020 bytes. Then, IP will include its own header, which is 20 bytes in the default mode. Thus, altogether each unit becomes a packet of size 1040 bytes at the IP level.

**Where Do Routing Protocols Fit In?**

We next discuss the exchange of information required for routing protocols. It is important to note that such exchanges of information for routing protocols also use the same protocol architectural framework. The information content of a routing protocol exchange has specific semantic meaning so that two routers can exchange and understand this information using these semantics. Interestingly, a router in the Internet is also a host and is assigned an IP address. Thus, any communication between two adjacent routers is similar to any communication between any two hosts. Since IP is the core network layer, this means that IP is also used for this information exchange, much like using IP for communications related to the web or email. This is where the protocol-type field in the IP header, and the port numbering at the transport layer, can be used for distinguishing information exchanges related to different routing protocols. Three well-known routing protocols that we will be discussing later in the book are: Routing Information Protocol (RIP), Open Shortest Path First protocol (OSPF), and Border Gateway Protocol (BGP). Each of these protocols uses a different approach and exchanges different types of information. RIP is a protocol defined on top of UDP through a well-known listening port number and the unreliable delivery provided by UDP is used. Although not a transport layer protocol, OSPF is defined directly on top of IP by being assigned a protocol-type field at the IP level. It has its own retransmission and acknowledgment mechanism since it requires reliable delivery mechanisms. BGP is defined on top of TCP through a well-known listening port number, and BGP relies on TCP’s reliable service to transfer its structured contents. An application, usually a command-line interface, is available with each router so that specific commands can be issued for each of these routing protocols, which are then translated into respective routing protocol exchange messages for communication with its adjacent routers.

**Auxiliary Applications**

Besides applications for actual user data traffic and applications for providing routing information exchanges, the IP architecture also supports auxiliary applications needed for a variety of functions. A well-known application is the name-to-address translation function provided through the Domain Name System (DNS), such that a domain name like www.NetworkRouting.net can be mapped into a valid IP address. This function can be either invoked indirectly when a user accesses a website or can be invoked directly by using the command, *nslookup*. DNS is an application layer protocol that typically uses UDP for the transport layer function, but it can use TCP if needed. This example also shows that it is possible to define end applications that may depend on more than one transport layer protocol.
Another well-known utility application is ping, which is written on top of Internet Control Message Protocol (ICMP), that is directly over IP.

In Figure 1.5, we summarize the protocol dependency of different applications in terms of the application, transport, and network layer in the IP architecture.

### 1.7 Router Architecture

A router provides several important functions in order to ensure proper packet forwarding, and to do so in an efficient manner. A router is a specialized computer that handles three primary functions:

- **Packet Forwarding**: On receiving an incoming packet, a router checks whether the packet is error free. After inspecting the header of a packet for destination address, it performs a table lookup function to determine how to find the appropriate outgoing link.

- **Routing Protocol Message Processing**: A router also needs to handle routing protocol packets and determine if any changes are needed in the routing table by invoking a routing algorithm, when and if needed.

- **Specialized Services**: In addition, a router is required to handle specialized services that can aid in monitoring and managing a network.

A high-level functional view of a router is shown in Figure 1.6; it also shows how the routing table and the forwarding table fit in the overall process. In Part IV of this book, we will examine in detail router architectures, address lookup, packet processing, and so on.
1.8 Network Topology Architecture

The network topology architecture encompasses how a network is to be architected in an operational environment while accounting for future growth. What does topology mean? It refers to the form a network will adopt, such as a star, ring, manhattan-street network, or a fully mesh topology, or a combination of them. The topological architecture then covers architecting a network topology that factors in economic issues, different technological capabilities, and limitations of devices to carry a certain volume of expected traffic and types of traffic, for an operational environment. Certainly, a network topology architecture also needs to take into account routing capability, including any limitation or flexibility provided by a routing protocol. It is up to a network provider, also referred to as a network operator or a service provider, to determine the best topological architecture for the network.

It is important to note that the operational experience of an existing network can contribute to the identification of additional features required from a routing protocol, or the development of a new routing protocol, or the development of a new routing algorithm or modification of an existing algorithm. We briefly discuss two examples: (1) when it was recognized in the late 1980s that the Internet needed to move from being under one network administrative domain to more flexible loosely connected networks managed by different administrative domains, BGP was developed, (2) when it was felt in the late 1970s that the telephone network needed to move away from a hierarchical architecture that provided limited routing capability to a more efficient network, dynamic call routing was developed and deployed. This also required changes in the topological architecture.

It may be noted that the term network architecture is also fairly commonly used in place of network topology architecture. One difficulty with the term network architecture is that it is also used to refer to a protocol architecture. It is not hard to guess that network providers are the ones who usually use the term network architecture to refer to a topological architecture.
1.9 Network Management Architecture

From the discussion in the previous sections, we can see that the routing information exchange uses the same framework as the user data traffic in the Internet. For an operational network, it is important to have a network management architecture where various functions can be divided into “planes.” Specifically, we consider three different planes: the management plane, the control plane, and the data plane.

The management plane addresses router configuration and collection of various statistics, such as packet throughput, on a link. Router configuration refers to configuration of a router in a network by assigning an IP address, identifying links to its adjacent routers, invoking one or more routing protocols for operational usage, and so on. Statistics collection may be done, for example, through a protocol known as Simple Network Management Protocol (SNMP). The management plane of a router is closely associated with network operations.

The control plane exchanges control information between routers for management of a variety of functions, such as setting up a virtual link. The control plane is also involved in identifying the path to be taken between the endpoints of this virtual link, which relies on the routing information exchange.

Another clarification is important to point out. Since these functions are different, the routing-related functions are in the control plane, and the data transfers, such as the web or email, are in the data plane. These two planes, as well as the management plane, use IP for communication, so at the IP layer, there is no distinction between these functional planes. As we go through additional networking environments in this book, you will find that there are environments in which the control plane and the management plane are completely partitioned from the data plane.

It may be noted that for efficient traffic engineering of a network, certain information is also required from different routers. Such information exchanges can be conducted either through the control plane or through the management plane. In certain networking environments, some functions can overlap across different planes. Thus, the three planes can be thought of as interdependent. A schematic view is presented in Figure 1.7.

1.10 Public Switched Telephone Network

So far, our discussions have been primarily related to the Internet. In this section, we present a brief overview of Public Switched Telephone Network (PSTN), another important communication network.

An information unit in the PSTN is a call. Many of the architectural aspects discussed so far apply to the PSTN as well. The PSTN has a global addressing scheme to uniquely identify an end device; an end device is commonly referred to as a telephone, while a more generic term is customer premise equipment (CPE). The global addressing scheme is known as E.164 addressing. It is a hierarchical addressing scheme that identifies the country code at the top level followed by the city or area code, and finally the number assigned to a subscriber. Nodes in the PSTN are called switches, which are connected by intermachine trunks (IMTs), also known as trunkgroups.

From a protocol architecture point of view, and using the OSI reference model, PSTN can be simply summed up as consisting of application layer, network layer, and physical layer. The application layer enables the telephone service, the network layer handles addressing
and routing, while the physical transmission system carries the actual signal for voice communication. From a service architecture perspective, it provides the service model of blocked-calls-cleared mode using circuit switching. Circuit switching means that for a call requesting to be connected, a dedicated path is to be established instantaneously on demand from the source to the destination. The dedicated path is in fact a dedicated circuit with a specific bandwidth allocated—this value is 4 kilohertz (kHz) in an analog circuit and 64 kbps in a wireline digital circuit. The bandwidth of the circuit cannot be used by any other calls as long as this call is actively using it. Blocked-calls-cleared mode means that if the sequence of trunkgroups on all possible paths attempted from the source to destination does not have a circuit available for this call, then the call request is blocked and cleared from the system (not queued). Typically, a blocked call is indicated through a fast busy tone. Certainly, a user may retry.

More detail about routing in PSTN and its evolution will be covered later in Part III of this book. Routing in the IP-PSTN interworking environment will be presented in Chapter 20.

### 1.11 Communication Technologies

Communication technologies are used for carrying network layer services, whether for the Internet or PSTN. In this sense, communication technologies provide transport services for both the Internet and PSTN. Note that the use of the term transport services is not to be confused with the term transport layer of the OSI reference model. Unfortunately, the term transport is used in several ways in networking; these are two such examples. To provide transport...
TABLE 1.2  Modular data rates.

<table>
<thead>
<tr>
<th>Signal/data rate name</th>
<th>Bit rate (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS0 (voice circuit)</td>
<td>0.064</td>
</tr>
<tr>
<td>T1 (DS-1)</td>
<td>1.54</td>
</tr>
<tr>
<td>E1</td>
<td>2.04</td>
</tr>
<tr>
<td>Ethernet</td>
<td>10.00</td>
</tr>
<tr>
<td>T3 (DS-3)</td>
<td>45.00</td>
</tr>
<tr>
<td>E3</td>
<td>34.36</td>
</tr>
<tr>
<td>STS-1</td>
<td>51.84</td>
</tr>
<tr>
<td>Fast Ethernet</td>
<td>100.00</td>
</tr>
<tr>
<td>OC-3/STS-3/STM-1</td>
<td>155.52</td>
</tr>
<tr>
<td>OC-12/STS-12/STM-4</td>
<td>622.08</td>
</tr>
<tr>
<td>Gigabit Ethernet</td>
<td>1,000.00</td>
</tr>
<tr>
<td>OC-48/STS-48/STM-16</td>
<td>2,488.32</td>
</tr>
<tr>
<td>OTU1 (Optical Transport Unit-1)</td>
<td>2,666.06</td>
</tr>
<tr>
<td>OC-192/STS-192/STM-64</td>
<td>9,953.28</td>
</tr>
<tr>
<td>OTU2 (Optical Transport Unit-2)</td>
<td>10,709.22</td>
</tr>
<tr>
<td>OC-768/STS-768/STM-256</td>
<td>39,813.12</td>
</tr>
<tr>
<td>OTU3 (Optical Transport Unit-3)</td>
<td>43,018.41</td>
</tr>
</tbody>
</table>

services, transport networks are deployed that may be based on one or more communication technologies. At the real physical (duct) level though, fibers or coaxial cables are used for wired transport services. Such cables are either buried underground or carried overground on poles; submarine cabling is used for connecting different continents. Nowadays, submarine cables are almost exclusively based on fiber cables; for a recent map of global submarine cabling, see [693].

On top of cabling, a set of digital communication technologies can be provided; for example, SONET, T1/E1, T3/E3, and so on with well-defined data rates. A summary of different technologies and data rates is listed in Table 1.2, with all data rates listed using Mbps. A network is formed at any technological level, for example, SONET can use different rates such as OC-3 or OC-12. Similarly, a network can be formed at the T1 level or the T3 level. In particular, data rate multiplexing is also possible to go from one rate to another, such as from T1 to T3. The telecommunication infrastructure uses a mix of technologies, and transport services are provided either through networks at different levels, such as a network of T1s, a network of T3s, a network of SONET rings, or a combination of them. Each such transport network also needs to handle routing. For example, if a customer wants a T1 dedicated permanent circuit from Los Angeles to New York, the routing path needs to be mapped out. Certainly, the customer who wants the T1 transport service does not care how the T1 is routed in the transport network. However, for the T1 provider, it is an important problem since for all its T1 customers it needs to find efficient routing between different places.

In reference to the OSI terminology, the communication technologies reside mostly at layer 1 and sometimes in layer 2. Thus, instead of thinking about routing “purely” at the network layer (layer 3), routing problems also arise below layer 3 for transport network
providers. In recent years, virtual private networking has become immensely popular. It requires another form of routing that is above layer 2, but below layer 3, often dubbed as layer 2.5. For example, MultiProtocol Label Switching (MPLS) and Asynchronous Transfer Mode (ATM) fall into this category.

Essentially, to provide transport services using communication technologies, a variety of transport network routing problems arises that need to take into account the capability of a particular communication technology and the “routing” device. Second, multilayered networking and multilayered routing can also be envisioned going from layer 3 down to layer 1 due to transport network routing. Third, new technologies for transport networking are being continually developed with new capabilities, creating new opportunities in transport network routing. Finally, traditionally, different transport networks had very little capability to communicate with each other and thus relied on manual configurations. We are now starting to see development of new capabilities that allow dynamic configuration and the ability to exchange information between networks at different layers so that dynamically reconfigurable multilayer routing will be possible in the coming years. However, such multilayer routing brings new challenges. In Part V and Part VI of this book, we will cover transport network routing and multilayered routing, and the evolution of next-generation routing.

1.12 Standards Committees

It is important to note that for all technologies developed, standards play important roles. In fact, standards have been defined from a specific technology, such as T1, to packet formats, such as an IP packet. Standardization allows different vendors to develop products that can talk to each other so that customers can choose products from multiple vendors; this helps bring the price down. Furthermore, vendors look for innovative ways to implement specific standards to reduce their costs and be competitive with other vendors, who are offering similar products.

There are two types of standards: de jure and de facto. De jure standards are arrived at through consensus by national or international standards bodies; for example, ITU-T and IETF. De facto standards are usually the result of an effort by one or more vendors to standardize a technology by forming a consortium. Sometimes, an early effort for de facto standards eventually transitions to de jure standards. There are many standards bodies that address issues related to networking and networking technologies. We briefly discuss some of them below.

1.12.1 International Telecommunication Union

ITU (http://www.itu.int/) plays the role of standardizing international telecommunications; it is a United Nations specialized agency. One of the key sections of ITU is known as ITU Telecommunication Standardization Sector (ITU-T). ITU-T brings both the public and private sectors together in an international forum. ITU-T is in charge of standardization of the international telephone numbering system, such as E.164 addressing. It also defines signaling protocol standards, and so on. Standards generated by ITU-T are called Recommendations.

You will see in the bibliography at the end of the book a number of ITU-T recommendations that we have referenced.
1.12.2 Internet Engineering Task Force

IETF (http://www.ietf.org/), as its web site says, “is a large, open international community of network designers, operators, vendors, and researchers concerned with the evolution of the Internet architecture and the smooth operation of the Internet. It is open to any interested individual.” The IETF is structured around working groups, which then are grouped into areas. Areas have Area Directors (ADs). The ADs are members of the Internet Engineering Steering Group (IESG).

Standards generated by IETF are published as Requests for Comments (RFCs). This name stuck since its original use. The intent was to request for comments from the networking community; over time, it has become the avenue for IETF to publish standards. It may be noted that IETF also publishes informational documents as RFCs. Thus, each RFC is marked with a category such as standards track or informational. RFCs are available online from many web sites, for example, http://www.rfc-editor.org/. In the bibliography, we have referenced many routing-related RFCs.

In relation to IETF, there are several associated bodies. For example, the Internet Advisory Board (IAB) is chartered as a committee of IETF; it is also an advisory body of the Internet Society (ISOC). IAB handles architectural oversight of IETF activities, Internet Standards Process oversight and appeal. The IAB is also responsible for the management of the IETF protocol parameter registries.

Another important organization, the Internet Corporation for Assigned Names and Numbers (ICANN) (http://www.icann.org/), is an internationally organized, nonprofit corporation that now has responsibility for IP address space allocation, protocol identifier assignment, generic and country code top-level domain name system management, and root server system management functions. These services were originally performed by the Internet Assigned Numbers Authority (IANA) (http://www.iana.org/) and other entities. ICANN now performs the IANA function. Any new protocol parameter values identified by the IETF in a standard must be coordinated with the IANA to avoid any ambiguity.

1.12.3 MFA Forum

The MPLS and Frame Relay Alliance (MFA) Forum (http://www.mfaforum.org/) is an international, industry-wide forum consisting primarily of telecommunications and networking companies. It is focused on the creation of specifications on how to build and deliver MPLS, Frame Relay and ATM networks, and services. MFA also handles interoperability testing of different vendors’ products.

1.13 Last Two Bits

In this section, we present two topics. The first, TLV, is a concept used in many protocols. The second topic is the protocol analyzer.

1.13.1 Type-Length-Value

An important concept used in protocol messages is Type-Length-Value (TLV). This concept is used in headers as well as the body of a packet, and by different layers of a networking
architecture. For simplicity, consider that the IP header includes 32-bit IP addresses, one for the source and the other for the destination. First, for each receiving end to interpret properly, the source and the destination address must be listed in the same order in the header. Second, such information has a well-defined structure: it is of a certain type (IP address, in this case), it is of certain length (32 bits in this case), and it contains a value (the actual IP address). When such information is well-structured within a packet header and because of the well-known nature of such information, it is not often necessary to explicitly indicate the type and the length; just the allocation of the 32-bit space for an IP address in the header suffices. That is, for well-structured information that has a well-defined position in a packet header, the type and the length can be *implicit*.

In many instances, the length may vary, or the type is preferred to be left open for future extensions of a protocol. To do that, the type and the length need to be explicitly declared along with the value—this notion is what is known as TLV. As you go through this book, you will see many examples of how the TLV notion is used. Briefly, when the type and the length are to be explicit, then the length for each of these must be clearly defined, so that the value can be allowed to be of variable length. For example, a byte may be assigned to indicate the type (so that up to 256 different types can be defined), followed by two bytes for the length (to indicate through its 16 bits the length of value, that is counted in bytes), such that the value field can be up to $2^{16} = 65,536$ bytes. Because of the well-defined structure of TLV, the information content can be processed and another TLV can follow. Furthermore, a nested notion of TLV is also possible where the “V” part may include one or more TLV encoded sets of data.

### 1.13.2 Network Protocol Analyzer

Packet formats for networking protocols are described in standards documents by respective standards bodies. Many details about what a protocol can do lie in the header of a packet. Yet, just by looking at a packet format and reading a standards document, it is still difficult to grasp. Network protocol analyzers are used to capture packets from live networks. By studying headers captured through such analyzers, it is often easier to understand a packet header, and more important, a protocol.

In this book, we have presented sample headers (or relevant parts of headers) associated with a few protocols to illustrate them. Sample header captures for many routing protocols are available from the website of public-domain network protocol analyzers such as *Wireshark* [743]. Additionally, packet headers of both request-and-response messages of a protocol can be studied from such captures—this is sometimes very helpful in understanding a protocol. Sample captures using *Wireshark* for many protocols are found at [744]. We strongly recommend studying sample captures from this site or similar sites for helping you to understand protocols better.

### 1.14 Summary

In this introductory chapter, we have presented a brief overview of networking, and the scope and goal of network routing. We have also presented architectural aspects of communication networks that are useful in network routing.
All of these components have a history and a set of issues to address. The state of network routing today is the result of theoretical progress, technological advances, and operational experience. It is also impacted by economic and policy issues. From which angle should these interconnected facets of network routing be viewed? In an email to the authors, Ibrahim Matta wrote:

“To me, it would be invaluable to highlight concepts and techniques in routing that survived the various instances in different networks; for example, the concepts of scalability-performance tradeoff (scalability techniques include area hierarchy, virtual paths, periodic updates …), routing information propagation vs. forwarding, etc.”

The rest of the book will explore each aspect of network routing, with a nod toward the historical part, due respect for the scalability-performance tradeoff, and lessons learned from operational experience.

Further Lookup

Early works in the development of ARPANET have been instrumental in understanding today’s computer communication network. ARPANET design decisions are discussed in [464]. Cerf and Kahn’s seminal paper [112] discusses the TCP/IP protocol communication. The design philosophy of the Internet is discussed, for example, in [143]. A comprehensive discussion on architecture can be found in [142].

A comprehensive summary of the telecommunication network can be found in Bell System’s Engineering and Operations handbook, last published in 1984 [596]. While this book is almost a quarter century old and out of print, it still serves as a good resource book on basic telecommunication networking.

Naming, addressing, and routing are interrelated topics for a communication network. In 1978, Shoch [639] wrote “The name of a resource indicates what we seek, an address indicates where it is, a route tells how to get there.” Shoch’s original work has a lot to do with how we think about naming, addressing, and routing in the Internet, even today. Certainly we can no longer say that an address is where it is. Also, the naming and addressing are now blurry. For additional discussions on naming, addressing, and routing, see [285], [366], [497], [618].

Finally, the focus of this book, as the title says, is network routing. You may consult books such as [152], [386], [562], [668], [683], to improve your understanding of computer networking in general; in fact, it might be handy to have one of them with you as you read through this book. If you are interested in understanding in depth the OSI architecture and protocols that were developed for OSI, you may consult books such as [567], [684]. For a comprehensive discussion of protocols developed by IETF for the Internet, you may consult [211]. For a summary of technology-specific standards, see [560].

Exercises

1.1 Review questions:

(a) Given the IP address of a host and the netmask, explain how the network address is determined.
(b) Identify the key differences between the differentiated services architecture and the integrated services architecture.

(c) What is TLV?

1.2 Consider IP address 10.22.8.92 that is given to be part of a /14 address block. Determine the IP prefix it belongs to in the CIDR notation.

1.3 Consider IP address 10.21.5.90 that is given to be part of a /17 address block. Determine the IP prefix it belongs to in the CIDR notation.

1.4 From the TCP packet format, you will notice that it does not have a field that indicates the length of a TCP packet. How can you determine the TCP payload length, i.e., the length of the data carried in a TCP packet?

1.5 Why is it necessary to reserve some addresses from an address space rather than making all of them available?

1.6 Consider an IPv4 packet going through a router.
   (a) Determine which fields in the header are minimally changed before the packet is forwarded.
   (b) Which fields are also possibly changed at a router?

1.7 Are there any fields from the header of an IPv4 packet that are no longer maintained in the header of an IPv6 packet?

1.8 Investigate why the header fields in an IPv6 packet are significantly different than the header fields in an IPv4 packet.

1.9 Visit the IETF web-site (http://www.ietf.org/), and identify routing related working groups. Familiarize yourself with the type of routing protocols issues currently being addressed by these working groups.

1.10 Find out about other standards bodies, such as Institute of Electrical and Electronics Engineers (IEEE), American National Standards Institute (ANSI), Optical Internetworking Forum (OIF), especially regarding networking standards they are actively involved in.
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“If everybody minded their own business,” the Duchess said in a hoarse growl, “the world would go round a deal faster than it does.”

Lewis Carroll in *Alice in Wonderland*

**Reading Guideline**

Shortest path algorithms are applicable to IP networks and widest path algorithms are useful for telephone network dynamic call routing and quality-of-service-based routing. If you are primarily interested in learning about routing in IP networks, you may read material on shortest path routing algorithms, and then come back to read about widest path algorithms later. If you are interested in understanding routing in a voice over IP (VoIP) environment or a Multiprotocol Label Switching (MPLS) network, researching widest path routing is also recommended.
In this chapter, we will describe two classes of routing algorithms: shortest path routing and widest path routing. They appear in network routing in many ways and have played critical roles in the development of routing protocols. The primary focus of this chapter is to describe how they work, without discussing how they are used by a specific communication network, or in the context of routing protocols. These aspects will be addressed throughout this book.

2.1 Background

In general, a communication network is made up of nodes and links. Depending on the type of the network, nodes have different names. For example, in an IP network, a node is called a router while in the telephone network a node is either an end (central) office or a toll switch. In an optical network, a node is an optical or electro-optical switch. A link connects two nodes; a link connecting two routers in an IP network is sometimes called an IP trunk or simply an IP link, while the end of a link outgoing from a router is called an interface. A link in a telephone network is called a trunkgroup, or an intermachine trunk (IMT), and sometimes simply a trunk.

We first briefly discuss a few general terms. A communication network carries traffic where traffic flows from a start node to an end node; typically, we refer to the start node as the source node (where traffic originates) and the end node as the destination node. Consider now the network shown in Figure 2.1. Suppose that we have traffic that enters node 1 destined for node 6; in this case, node 1 is the source node and node 6 is the destination node. We may also have traffic from node 2 to node 5; for this case, the source node will be node 2 and the destination node will be node 5; and so on.

An important requirement of a communication network is to flow or route traffic from a source node to a destination node. To do that we need to determine a route, which is a path from the source node to the destination node. A route can certainly be set up manually; such a route is known as a static route. In general, however, it is desirable to use a routing algorithm to determine a route. The goal of a routing algorithm is in general dictated by the requirement of the communication network and the service it provides as well as any additional or specific goals a service provider wants to impose on itself (so that it can provide a...
better service compared to another provider). While goals can be different for different types of communication networks, they can usually be classified into two broad categories: user-oriented and network-oriented. User-oriented means that a network needs to provide good service to each user so that traffic can move from the source to the destination quickly for this user. However, this should not be for a specific user at the expense of other users between other source–destination nodes in the network. Thus, a network’s goal (“network-oriented”) generally is to address how to provide an efficient and fair routing so that most users receive good and acceptable service, instead of providing the “best” service to a specific user. Such a view is partly required because there are a finite amount of resources in a network, e.g., network capacity.

We next consider two very important algorithms that have profound impact on data networks, in particular on Internet routing. These two algorithms, known as the **Bellman–Ford algorithm** and **Dijkstra's algorithm**, can be classified as falling under user-oriented in terms of the above broad categories. They are both called shortest path routing algorithms, i.e., an algorithm where the goal is to find the shortest path from a source node to a destination node. A simple way to understand a shortest path is from road networks where shortest can be defined in terms of distance, for example, as in what is the shortest distance between two cities, which consists of the link distance between appropriate intermediate places between the end cities. However, it is possible that notions other than the usual distance-based measure may be applicable as well, for instance, time taken to travel between two cities. In other words, an equally interesting question concerns the shortest route between two cities in terms of time. This means that the notion of distance need not always be in terms of physical distance; it can be in other measures such as time.

Instead of worrying about the unit of measurement, it is better to have an algorithm that works independent of the measuring unit and considers a generic measure for distance for each link in a network. In communication networks, a generic term to refer to a distance measure without assigning any measure units is called cost, link cost, distance cost, or link metric. Consider again Figure 2.1. We have assigned a value with each link, e.g., link 4-6 has the value 15; we will say that the link cost, or distance cost, or link metric of link 4-6 is 15. No measuring units are used; for example, in road networks, it could be in miles, kilometers, or minutes. By simple inspection, it is not hard to see that the shortest path between nodes 1 and 6 is the path 1-4-3-6 with a total minimum cost of 3. It may be noted that the shortest path in this case did not include the link 4-6, although from the viewpoint of the number of nodes visited, it would look like the path 1-4-6 is the shortest path between nodes 1 and 6. In fact, this would be the case if the link cost was measured in terms of nodes visited, or hops. In other words, if the number of hops is important for measuring distance for a certain network, we can then think about the network in Figure 2.1 by considering the link cost for each link to be 1 instead of the number shown on each link in the figure. Regardless, having an algorithm that works without needing to worry about how cost is assigned to each link is helpful; this is where the Bellman–Ford and Dijkstra’s algorithms both fit in.

At this point, it is important to point out that in computing the shortest path, the additive property is generally used for constructing the overall distance of a path by adding a cost of a link to the cost of the next link along a path until all links for the path are considered, as we have illustrated above. Thus, we will first start with this property for shortest path routing in describing the Bellman–Ford and Dijkstra’s algorithms, and their
variants. You will see later that it is possible to define distance cost between two nodes in terms of nonadditive concave properties to determine the widest path (for example, refer to Section 2.7, 2.8, 10.9.2, 17.3, or 19.2.2). To avoid confusion, algorithms that use a non-additive concave property will be generally referred to as widest path routing algorithms.

We conclude this section by discussing the relation between a network and a graph. A network can be expressed as a graph by mapping each node to a unique vertex in the graph where links between network nodes are represented by edges connecting the corresponding vertices. Each edge can carry one or more weights; such weights may depict cost, delay, bandwidth, and so on. Figure 2.1 depicts a network consisting of a graph of six nodes and ten links where each link is assigned a link cost/weight.

## 2.2 Bellman–Ford Algorithm and the Distance Vector Approach

The Bellman–Ford algorithm uses a simple idea to compute the shortest path between two nodes in a centralized fashion. In a distributed environment, a distance vector approach is taken to compute shortest paths. In this section, we will discuss both the centralized and the distributed approaches.

### 2.2.1 Centralized View: Bellman–Ford Algorithm

To discuss the centralized version of the Bellman–Ford algorithm, we will use two generic nodes, labeled as node $i$ and node $j$, in a network of $N$ nodes. They may be directly connected as a link such as link 4-6 with end nodes 4 and 6 (see Figure 2.1). As can be seen from Figure 2.1, many nodes are not directly connected, for example, nodes 1 and 6; in this case, to find the distance between these two nodes, we need to resort to using other nodes and links. This brings us to an important point; we may have the notion of cost between two nodes, irrespective of whether they are directly connected or not. Thus, we introduce two important notations:

\[
d_{ij} = \text{Link cost between nodes } i \text{ and } j \\
\overline{D}_{ij} = \text{Cost of the computed minimum cost path from node } i \text{ to node } j.
\]

Since we are dealing with different algorithms, we will use overbars, underscores, and hats in our notations to help distinguish the computation for different classes of algorithms. For example, overbars are used for all distance computation related to the Bellman–Ford algorithm and its variants. Note that these and other notations used throughout this chapter are summarized later in Table 2.5.

If two nodes are directly connected, then the link cost $d_{ij}$ takes a finite value. Consider again Figure 2.1. Here, nodes 4 and 6 are directly connected with link cost 15; thus, we can write $d_{46} = 15$. On the other hand, nodes 1 and 6 are not directly connected; thus, $d_{16} = \infty$. What then is the difference between $d_{ij}$ and the minimum cost $\overline{D}_{ij}$? From nodes 4 to 6, we see that the minimum cost is actually 2, which takes path 4-3-6; that is, $\overline{D}_{46} = 2$ while $d_{46} = 15$. For nodes 1 and 6, we find that $\overline{D}_{16} = 3$ while $d_{16} = \infty$. As can be seen, a minimum cost path can be obtained between two nodes in a network regardless of whether they are directly connected.
connected or not, as long as one of the end nodes is not completely isolated from the rest of the network.

The question now is how to compute the minimum cost between two nodes in a network. This is where shortest path algorithms come in. To discuss such an algorithm, it is clear from the six-node example that we also need to rely on intermediate nodes. For that, consider a generic node $k$ in the network that is directly connected to either of the end nodes; we assume that $k$ is directly connected to the destination node $j$, meaning $d_{kj}$ has a finite value.

The following equations, known as Bellman’s equations, must be satisfied by the shortest path from node $i$ to node $j$:

$$D_{ii} = 0, \quad \text{for all } i,$$

$$D_{ij} = \min_{k \neq j} \{D_{ik} + d_{kj}\}, \quad \text{for } i \neq j. \tag{2.2.1b}$$

Simply put, Eq. (2.2.1b) states that for a pair of nodes $i$ and $j$, the minimum cost is dependent on knowing the minimum cost from $i$ to $k$ and the direct link cost $d_{kj}$ for link $k-j$. A visual is shown in Figure 2.2. Note that there can be multiple nodes $k$ that can be directly connected to the end node $j$ (say they are marked $k_1$, $k_2$, and so on; note that $k = i$ is not ruled out either); thus, we need to consider all such $k$s to ensure that we can compute the minimum cost. It is important to note that technically, a node $k$ that is not directly connected to $j$ is also considered; since for such $k$, we have $d_{kj} = \infty$, the resulting minimum computation is not impacted. On close examination, note that Eq. (2.2.1b) assumes that we know the minimum cost, $\overline{D}_{ik}$, from node $i$ to $k$ first somehow! Thus, in an actual algorithmic operation, a slight variation of Eq. (2.2.1b) is used where the minimum cost is accounted for by iterating through the number of hops. Specifically, we define the term for the minimum cost in terms of number

---

**Figure 2.2** Centralized Bellman–Ford Algorithm (solid line denotes a direct link; dashed line denotes distance).
of hops \( h \) as follows:

\[
\overline{D}_{ij}^{(h)} = \text{cost of the minimum cost path from node } i \text{ to node } j \text{ when up to } h \text{ number of hops are considered.}
\]

The Bellman–Ford algorithm that iterates in terms of number of hops is given in Algorithm 2.1. Note the use of \((h)\) in the superscript in Eq. (2.2.2c); while the expression on the right side is up to \( h \) hops, with the consideration of one more hop, the expression on the left hand side is now given in \( h + 1 \) hops.

**ALGORITHM 2.1 Bellman–Ford centralized algorithm.**

Initialize for nodes \( i \) and \( j \) in the network:

\[
\overline{D}_{ii}^{(0)} = 0, \text{ for all } i; \quad \overline{D}_{ij}^{(0)} = \infty, \text{ for } i \neq j.
\]  

(2.2.2a)

For \( h = 0 \) to \( N - 1 \) do

\[
\overline{D}_{ii}^{(h+1)} = 0, \text{ for all } i
\]

(2.2.2b)

\[
\overline{D}_{ij}^{(h+1)} = \min_{k \neq j} \left\{ \overline{D}_{ik}^{(h)} + d_{kj} \right\}, \text{ for } i \neq j.
\]

(2.2.2c)

For the six-node network (Figure 2.1), the Bellman–Ford algorithm is illustrated in Table 2.1. A nice way to understand the hop-iterated Bellman–Ford approach is to visualize through an example. Consider finding the shortest path from node 1 to node 6 as the number of hops increases. When \( h = 1 \), it means considering a direct link path between 1 and 6; since there is none, \( \overline{D}_{16}^{(1)} = \infty \). With \( h = 2 \), the path 1-4-6 is the only one possible since this is a two-link path, i.e., it uses two hops, consisting of the links 1-4 and 4-6; in this case, the hop-iterated minimum cost is 16 (\( = D_{16}^{(2)} \)). At \( h = 3 \), we can write the Bellman–Ford step as follows (shown only for \( k \) for which \( d_{k6} < \infty \)) since there are three possible paths that need to be considered:

\[
\begin{align*}
  k = 3: & \quad \overline{D}_{13}^{(2)} + d_{36} = 2 + 1 = 3 \\
  k = 5: & \quad \overline{D}_{15}^{(2)} + d_{56} = 3 + 1 = 4 \\
  k = 4: & \quad \overline{D}_{14}^{(2)} + d_{46} = 1 + 15 = 16.
\end{align*}
\]

In this case, we pick the first one since the minimum cost is 3, i.e., \( \overline{D}_{16}^{(3)} = 3 \) with the shortest path 1-4-3-6. It is important to note that the Bellman–Ford algorithm computes only the minimum cost; it does not track the actual shortest path. We have included the shortest path in Table 2.1 for ease of understanding how the algorithm works. For many networking environments, it is not necessary to know the entire path; just knowing the next node \( k \) for which the cost is minimum is sufficient—this can be easily tracked with the \( \min \) operation in Eq. (2.2.2c).
### 2.2.2 Distributed View: A Distance Vector Approach

In a computer network, nodes need to work in a distributed fashion in determining the shortest paths to a destination. If we look closely at the centralized version discussed above, we note that a source node needs to know the cost of the shortest path to all nodes immediately prior to the destination, i.e., $D_{ik}$, so that the minimum cost to the destination can be computed; this is the essence of Eq. (2.2.2c), communicated through Figure 2.2. This view of the centralized Bellman–Ford algorithm is not directly suitable for a distributed environment. On the other hand, we can consider an important rearrangement in the minimum cost computation to change the view. That is, what if we change the order of consideration in Eq. (2.2.1b) and instead use the minimum cost computation step as follows:

$$\overline{D}_{ij} = \min_{k \neq i} \{d_{ik} + \overline{D}_{kj}\}, \quad \text{for } i \neq j.$$  \hfill (2.2.3)

Note the subtle, yet distinctive difference between Eq. (2.2.1b) and Eq. (2.2.3); here, we first look at the outgoing link out of node $i$ to a directly connected node $k$ with link cost $d_{ik}$, and then consider the minimum cost $\overline{D}_{kj}$ from $k$ to $j$ without knowing how $k$ determined this value. The list of directly connected nodes of $i$, i.e., neighbors of $i$, will be denoted by $N_i$. In essence, what we are saying is that if node $i$ finds out from its neighbor the cost of the minimum cost path to a destination, it can then use this information to determine cost to the destination by adding the outgoing link cost $d_{ik}$; this notion is known as the distance vector approach, first applied to the original ARPANET routing. With this approach, the computational step Eq. (2.2.3) has a nice advantage in that it helps in building a computational model for a distributed environment.

We illustrate the change of order and its advantage for the distributed environment using Figure 2.3. Suppose that node $i$ periodically receives the minimum cost information $\overline{D}_{kj}$ from its neighboring node $k$ for node $k$’s minimum cost to node $j$; this variation can be addressed by introducing the dependency on the time domain, $t$, using $\overline{D}_{kj}(t)$ for node $k$’s cost to $j$—this will then be available to node $i$ (compare this expression to hop-based $D_{ik}^{(h)}$). Now, imagine for whatever reason that node $k$ recomputes its cost to $j$ and makes it available to another source node, say $i_2$, but not to node $i$ as shown in Figure 2.3. In other words, from the view of the source node $i$, the best we can say is that the minimum cost value from node $k$ to node $j$ that is available to node $i$ is as node $i$ has been able to receive; that is, it is more appropriate to use the term $\overline{D}_{kj}^i(t)$ than $\overline{D}_{kj}(t)$ to indicate that the minimum cost from node $k$ to node $j$, as...
available to source node $i$ at time $t$; to distinguish, the cost availability to $i_2$ can be written as $\overline{D}_{k_2}^j(t)$ since $i_2$ may receive at a different time instant $t$. Furthermore, in a dynamic network, the direct link cost $d_{ik}$ from node $i$ to $k$ can also change with time $t$, for example, to reflect change in network load/traffic. Thus, we can generalize the direct link cost to write as $d_{ik}(t)$ to indicate dependency on time $t$. With these changes, we present the distributed distance vector approach in Algorithm 2.2.

**Algorithm 2.2** Distance vector algorithm (computed at node $i$).

Initialize

$$\overline{D}_{ii}(t) = 0; \quad \overline{D}_{ij}(t) = \infty, \quad \text{(for node } j \text{ that node } i \text{ is aware of).} \quad (2.2.4a)$$

For (nodes $j$ that node $i$ is aware of) do

$$\overline{D}_{ij}(t) = \min_{k \text{ directly connected to } i} \left\{ d_{ik}(t) + \overline{D}_{kj}^i(t) \right\}, \quad \text{for } j \neq i. \quad (2.2.4b)$$

We will now illustrate the distributed variation. For simplicity, we will assume that node $k$, which is directly connected to node $i$, is sending $\overline{D}_{kj}^i(t)$ at the same instant to other directly connected nodes like $i$. Furthermore, we will assume that the direct link cost does not change with time, i.e., $d_{ik}(t)$ does not change with time.

Our illustration will consider the same six-node example by considering computing the shortest path cost from node 1 to node 6 (see Table 2.2). This time, we will interpret the hop-based cost computation in terms of discrete time windows; for example, $t = 0$ means what node 4 sees about cost to node 6 when zero hops away, $t = 1$ means what node 4 sees about cost to node 6 when information from one hop away is received, and so on. Note that node 1 is directly connected to node 2 and node 4. Thus, node 1 will have $\overline{D}_{26}^1(t)$, the cost between node 2 and node 6 from node 2, and $\overline{D}_{46}^1(t)$, the cost between node 4 and node 6 from node 4.

To summarize, in the distance vector approach, a node relies on its neighboring nodes’ known cost to a destination to determine its best path. To do so, it does periodic computation as and when it receives information from its neighbor. For this entire process to work,
2.3 Dijkstra’s Algorithm

Dijkstra’s algorithm is another well-known shortest path routing algorithm. The basic idea behind Dijkstra’s algorithm is quite different from the Bellman–Ford algorithm or the distance vector approach. It works on the notion of a candidate neighboring node set as well as the source’s own computation to identify the shortest path to a destination. Another interesting property about Dijkstra’s algorithm is that it computes shortest paths to all destinations from a source, instead of just for a specific pair of source and destination nodes at a time—which is very useful, especially in a communication network, since a node wants to compute the shortest path to all destinations.

2.3.1 Centralized Approach

Consider a generic node $i$ in a network of $N$ nodes from where we want to compute shortest paths to all other nodes in the network. The list of $N$ nodes will be denoted by $N = \{1, 2, \ldots, N\}$. A generic destination node will be denoted by $j$ ($j \neq i$). We will use the following two terms:

- $d_{ij} =$ link cost between node $i$ and node $j$
- $D_{ij} =$ cost of the minimum cost path between node $i$ and node $j$.

Note that to avoid confusing this with the computation related to the Bellman–Ford algorithm or the distance vector approach, we will be using underscores with uppercase $D$, as in $D_{ij}$, for the cost of the path between nodes $i$ and $j$ in Dijkstra’s algorithm.

Dijkstra’s algorithm divides the list $N$ of nodes into two lists: it starts with permanent list $S$, which represents nodes already considered, and tentative list $S'$, for nodes not considered yet. As the algorithm progresses, list $S$ expands with new nodes included while list $S'$ shrinks when nodes newly included in $S$ are deleted from this list; the algorithm stops when

<table>
<thead>
<tr>
<th>Time, $t$</th>
<th>$\overline{D}_{46}(t)$</th>
<th>$\overline{D}_{26}(t)$</th>
<th>Computation at node 1</th>
<th>$\overline{D}_{16}(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\min{d_{14}(t) + \overline{D}<em>{46}(t), d</em>{12}(t) + \overline{D}_{26}(t)}$</td>
<td>$\infty$</td>
</tr>
<tr>
<td>1</td>
<td>15</td>
<td>$\infty$</td>
<td>$\min{1 + 15, 1 + \infty}$</td>
<td>16</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>$\min{1 + 2, 1 + 3}$</td>
<td>3</td>
</tr>
</tbody>
</table>
Algorithm 2.3 Dijkstra’s shortest path first algorithm (centralized approach).

1. Start with source node \( i \) in the permanent list of nodes considered, i.e., \( S = \{i\} \); all the rest of the nodes are put in the tentative list labeled as \( S' \). Initialize

\[
D_{ij} = d_{ij}, \quad \text{for all } j \in S'.
\]

2. Identify a neighboring node (intermediary) \( k \) not in the current list \( S \) with the minimum cost path from node \( i \), i.e., find \( k \in S' \) such that \( D_{ik} = \min_{m \in S'} D_{im} \).

Add \( k \) to the permanent list \( S \), i.e., \( S = S \cup \{k\} \).

Drop \( k \) from the tentative list \( S' \), i.e., \( S' = S' \setminus \{k\} \).

If \( S' \) is empty, stop.

3. Consider the list of neighboring nodes, \( N_k \), of the intermediary \( k \) (but do not consider nodes already in \( S \)) to check for improvement in the minimum cost path, i.e., for \( j \in N_k \cap S' \)

\[
D_{ij} = \min \{D_{ij}, D_{ik} + d_{kj}\}.
\] (2.3.1)

Go to Step 2.

The core of the algorithm has two parts: (1) how to expand the list \( S \), and (2) how to compute the shortest path to nodes that are neighbors of nodes of list \( S \) (but nodes not in this list yet). List \( S \) is expanded at each iteration by considering a neighboring node \( k \) of node \( i \) with the least cost path from node \( i \). At each iteration, the algorithm then considers the neighboring nodes of \( k \), which are not already in \( S \), to see if the minimum cost changes from the last iteration.

We will illustrate Dijkstra’s algorithm using the network given in Figure 2.1. Suppose that node 1 wants to find shortest paths to all other nodes in the network. Then, initially, \( S = \{1\} \), and \( S' = N \setminus \{1\} \) (i.e., all nodes in \( N \) except node 1).

For the next iteration, we note that node 1 has two directly connected neighbors: node 2 and node 4 with \( d_{12} = 1 \) and \( d_{14} = 1 \), respectively; all the other nodes are not directly connected to node 1, and thus, the “direct” cost to these nodes remains at \( \infty \). Since both nodes 2 and 4 are neighbors with the same minimum cost, we can pick either of them to break the tie. For our illustration, we pick node 2, and this node becomes intermediary, \( k \). Thus, we now have \( S = \{1, 2\} \), and \( S' \) becomes the list \( \{3, 4, 5, 6\} \). Then, we ask node 2 for cost to its direct
2.3 Dijkstra’s Algorithm

neighbors not already in set \( S \). We can see from Figure 2.1 that node 2’s neighbors are node 3 and node 4. Thus, we compare and compute cost from node 1 for these two nodes, and see if there is any improvement:

\[
D_{13} = \min(D_{13}, D_{12} + d_{23}) = \min(\infty, 1 + 2) = 3
\]

\[
D_{14} = \min(D_{14}, D_{12} + d_{24}) = \min(1, 1 + 1) = 1.
\]

Note that there is no improvement in cost to node 4; thus, we keep the original shortest path. For node 3, we now have a shortest path, 1-2-3. For the rest of the nodes, the cost remains at \( \infty \). This completes this iteration. We then move to the next iteration and find that the next intermediary is \( k = 4 \), and the process is continued as before. In Table 2.3, we summarize all the steps until all nodes are considered in list \( S \), and in Figure 2.4, we give a visual illustration to how the algorithm adds a new intermediary \( k \) to list \( S \). The centralized version of Dijkstra’s algorithm is formally presented in Algorithm 2.3.

2.3.2 Distributed Approach

The distributed variant of Dijkstra’s algorithm is very similar to the centralized version. The main difference is that the link cost of a link received by one node could be different from another node since this information is disseminated in an asynchronous manner. Thus, we
TABLE 2.3 Iterative steps in Dijkstra’s algorithm.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>List, $S$</th>
<th>$D_{12}$ Path</th>
<th>$D_{13}$ Path</th>
<th>$D_{14}$ Path</th>
<th>$D_{15}$ Path</th>
<th>$D_{16}$ Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>${1}$</td>
<td>1 1-2</td>
<td>$\infty$ –</td>
<td>1 1-4</td>
<td>$\infty$ –</td>
<td>$\infty$ –</td>
</tr>
<tr>
<td>2</td>
<td>${1, 2}$</td>
<td>1 1-2</td>
<td>3 1-2-3</td>
<td>1 1-4</td>
<td>$\infty$ –</td>
<td>$\infty$ –</td>
</tr>
<tr>
<td>3</td>
<td>${1, 2, 4}$</td>
<td>1 1-2</td>
<td>2 1-4-3</td>
<td>1 1-4</td>
<td>3 1-4-5</td>
<td>16 1-4-6</td>
</tr>
<tr>
<td>4</td>
<td>${1, 2, 4, 3}$</td>
<td>1 1-2</td>
<td>2 1-4-3</td>
<td>1 1-4</td>
<td>3 1-4-5</td>
<td>3 1-4-3-6</td>
</tr>
<tr>
<td>5</td>
<td>${1, 2, 4, 3, 5}$</td>
<td>1 1-2</td>
<td>2 1-4-3</td>
<td>1 1-4</td>
<td>3 1-4-5</td>
<td>3 1-4-3-6</td>
</tr>
<tr>
<td>6</td>
<td>${1, 2, 4, 3, 5, 6}$</td>
<td>1 1-2</td>
<td>2 1-4-3</td>
<td>1 1-4</td>
<td>3 1-4-5</td>
<td>3 1-4-3-6</td>
</tr>
</tbody>
</table>

denote the cost of link $k$-$m$ as received at node $i$ at time $t$ by $d_{km}^i(t)$. Similarly, the minimum distance from $i$ to $j$ is time-dependent and is denoted by $D_{ij}(t)$.

Dijkstra’s algorithm for the distributed environment is presented in Algorithm 2.4. The steps are similar to the centralized version. Thus, in the distributed version, it is really the communication of the link cost information in a distributed manner that is taken into account by the algorithm. The steps are the same as in Table 2.3—this time we can think of the iterative

ALGORITHM 2.4 Dijkstra’s shortest path first algorithm (a distributed approach).

1. Discover nodes in the network, $\mathcal{N}$, and cost of link $k$-$m$, $d_{km}^i(t)$, as known to node $i$ at the time of computation, $t$.

2. Start with source node $i$ in the permanent list of nodes considered, i.e., $S = \{i\}$; all the rest of the nodes are put in the tentative list labeled as $S'$. Initialize

$$D_{ij}(t) = d_{ij}^i(t), \text{ for all } j \in S'.$$

3. Identify a neighboring node (intermediary) $k$ not in the current list $S$ with the minimum cost path from node $i$, i.e., find $k \in S'$ such that $D_{ik}(t) = \min_{m \in S'} D_{im}(t)$.

Add $k$ to the permanent list $S$, i.e., $S = S \cup \{k\}$,

Drop $k$ from the tentative list $S'$, i.e., $S' = S' \setminus \{k\}$.

If $S'$ is empty, stop.

4. Consider neighboring nodes $\mathcal{N}_k$ of the intermediary $k$ (but do not consider nodes already in $S$) to check for improvement in the minimum cost path, i.e., for $j \in \mathcal{N}_k \cap S'$

$$D_{ij}(t) = \min\{D_{ij}(t), D_{ik}(t) + d_{kj}^k(t)\}. \quad (2.3.2)$$

Go to Step 3.


2.4 Comparison of the Bellman–Ford Algorithm and Dijkstra’s Algorithm

This is a good time to do a quick comparison between Dijkstra’s algorithm (Algorithm 2.3) and the Bellman–Ford algorithm (Algorithm 2.1). First, the Bellman–Ford algorithm com-

steps as the increment in time in terms of learning about different links and link costs in the network.

Determination of the next hop is important in many networking environments; next hop refers to the next directly connected node that the source node \( i \) should go to for reaching a destination \( j \); ideally, the next hop should be on the optimal path. In Algorithm 2.5, we present a somewhat formal version of Dijkstra’s algorithm—the purpose is to highlight the logic conditions for the benefit of the interested reader. In this algorithm, we have also included another identifier \( H_{ij} \) to track the next hop from \( i \) for destination \( j \). Finally, in many situations, the shortest path to a specific destination \( j \), instead of being to all destinations, is sufficient to compute. This can be easily incorporated in Algorithm 2.5 by inserting the following operation between line 19 and line 20: “if \( k \) is same as destination \( j \), then exit the while loop;” this means that we have found the shortest path to destination \( j \).
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steps as the increment in time in terms of learning about different links and link costs in the network.

Determination of the next hop is important in many networking environments; next hop refers to the next directly connected node that the source node \( i \) should go to for reaching a destination \( j \); ideally, the next hop should be on the optimal path. In Algorithm 2.5, we present a somewhat formal version of Dijkstra’s algorithm—the purpose is to highlight the logic conditions for the benefit of the interested reader. In this algorithm, we have also included another identifier \( H_{ij} \) to track the next hop from \( i \) for destination \( j \). Finally, in many situations, the shortest path to a specific destination \( j \), instead of being to all destinations, is sufficient to compute. This can be easily incorporated in Algorithm 2.5 by inserting the following operation between line 19 and line 20: “if \( k \) is same as destination \( j \), then exit the while loop;” this means that we have found the shortest path to destination \( j \).
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2.4 Comparison of the Bellman–Ford Algorithm and Dijkstra’s Algorithm

This is a good time to do a quick comparison between Dijkstra’s algorithm (Algorithm 2.3) and the Bellman–Ford algorithm (Algorithm 2.1). First, the Bellman–Ford algorithm com-
computes the shortest path to one destination at a time while Dijkstra’s algorithm computes the shortest paths to all destinations (sometimes called the shortest path tree). When we compare the minimum cost computation for each algorithm, i.e., between Eq. (2.2.1b) and Eq. (2.3.1), it may seem that they are similar. However, there are actually very important subtle differences. In both of them, there is an intermediary node \( k \); in the case of the Bellman–Ford algorithm, node \( k \) is over all nodes to find the best next hop to node \( j \), while in the case of Dijkstra’s algorithm, node \( k \) is an intermediary first determined and fixed, and then the shortest path computation is done to all \( j \), not already covered. Table 2.1 and Table 2.3 are helpful in understanding this difference.

Since there are various operations in an algorithm, it is helpful to know the computational complexity (see Appendix B.3) so that a comparison of two or more algorithms can be done in terms of computational complexity using the “big-O" notation. Given \( N \) as the total number of nodes and \( L \) as the total number of links, the computational complexity of the Bellman–Ford algorithm is \( O(LN) \). The complexity of Dijkstra’s algorithm is \( O(N^2) \) but can be improved to \( O(L + N \log N) \) using a good data structure. Note that if a network is fully connected, the number of bidirectional links is \( N(N-1)/2 \); thus, for a fully connected network, the complexity of the Bellman–Ford algorithm is \( O(N^3) \) while for Dijkstra’s algorithm, it is \( O(N^2) \).

Two key routing protocol concepts, the distance vector protocol concept and the link-state protocol concept, have fairly direct relation to the Bellman–Ford algorithm (or the distance vector-based shortest path computation approach) and Dijkstra’s algorithm, respectively. These two key routing protocol concepts will be discussed later in Sections 3.3 and 3.4.

## 2.5 Shortest Path Computation with Candidate Path Caching

We will next deviate somewhat from the Bellman–Ford algorithm and Dijkstra’s algorithm. There are certain networking environments where a list of possible paths is known or determined ahead of time; such a path list will be referred to as the candidate path list. Path caching refers to storing of a candidate path list at a node ahead of time. If through a distributed protocol mechanism the link cost is periodically updated, then the shortest path computation at a node becomes very simple when the candidate path list is already known.

Consider again the six-node network shown in Figure 2.1. Suppose that node 1 somehow knows that there are four paths available to node 6 as follows: 1-2-3-6, 1-4-3-6, 1-4-5-6, and 1-4-6; they are marked in Figure 2.5.

Using the link cost, we can then compute path cost for each path as shown in the table in Figure 2.5. Now, if we look for the least cost path, we will find that path 1-4-3-6 is the most preferred path due to its lowest end-to-end cost. Suppose now that in the next time period, the link cost for link 4-3 changes from 1 to 5. If we know the list of candidate paths, we can then recompute the path cost and find that path 1-4-3-6 is no longer the least cost; instead, both 1-2-3-6 and 1-4-5-6 are now the shortest paths—either can be chosen based on a tie-breaker rule.
2.5 Shortest Path Computation with Candidate Path Caching

We will now write the shortest path calculation in the presence of path caching in a generic way, considering that this calculation is done at time \( t \). We consider a candidate path \( p \) between nodes \( i \) and node \( j \), and its cost at time \( t \) as

\[
\hat{D}_{ij/p}(t) = \sum_{\text{link l-m in path } p} d^i_{lm}(t),
\]  

(2.5.1)

where \( d^i_{lm}(t) \) is the cost of link \( l-m \) at time \( t \) as known to node \( i \), and the summation is over all such links that are part of path \( p \). The list of candidate paths for the pair \( i \) and \( j \) will be denoted by \( P_{ij} \); the best path will be identified by \( \hat{p} \). The procedure to compute the shortest path is given in Algorithm 2.6.

**Algorithm 2.6  Shortest path computation when candidate paths are known.**

At source node \( i \), a list of candidate paths \( P_{ij} \) to destination node \( j \) is available, and link cost, \( d^i_{lm}(t) \), of link \( l-m \) at time \( t \) is known:

// Initialize the least cost:
\[
\hat{D}_{ij}(t) = \infty
\]

// Consider each candidate path in the list
for (\( p \) in \( P_{ij} \)) do
  \[
  \hat{D}_{ij/p}(t) = 0
  \]
  for (link \( l-m \) in path \( p \)) do // add up cost of links for this path
    \[
    \hat{D}_{ij/p}(t) = \hat{D}_{ij/p}(t) + d^i_{lm}(t)
    \]  
  end for
  if (\( \hat{D}_{ij/p}(t) < \hat{D}_{ij}(t) \)) then // if this is cheaper, note it
    \[
    \hat{D}_{ij}(t) = \hat{D}_{ij/p}(t)
    \]
    \( \hat{p} = p \)
  end if
end do

It is important to note that the candidate path list is not required to include all possible paths between node \( i \) and \( j \), only a sublist of paths that are, for some reason, preferable to consider for a particular networking environment. The way to think about this is to think of a
road network in a city where to go from your home to school/office, you are likely to use only a selected set of paths. In a communication network, this approach of computing the shortest path involves a trade-off between storage and time complexity. That is, by storing multiple candidate paths ahead of time, the actual computation is simple when new link costs are received. The set of candidate paths can be determined using, for example, the $K$-shortest path algorithm (see Algorithm 2.10); since the interest in the case of path caching is obtain a good working set, any reasonable link cost can be assumed; for example, we can set all link costs to 1 (known also as hop count) and use Algorithm 2.10 to obtain a set of $K$ candidate paths.

It is worth noting that such a candidate path-based approach can potentially miss a good path. For example, if a node is configured to keep only three candidate paths, it can potentially miss including 1-4-3-6; thus, in the first cycle of computation before the link cost $d_{43}$ for link 4-3 was updated, this path would not be chosen at all.

2.6 Widest Path Computation with Candidate Path Caching

So far, we have assumed that the shortest path is determined based on the additive cost property. There are many networking environments in which the additive cost property is not applicable; for example, dynamic call routing in the voice telephone network (refer to Chapter 10) and quality of service based routing (refer to Chapter 17). Thus, determining paths when the cost is nonadditive is also an important problem in network routing; an important class among the nonadditive cost properties is concave cost property that leads to widest path routing. We will first start with the case in which path caching is used, so that it is easy to transition and compare where and how the nonadditive concave case is different from the additive case described in the previous section.

Suppose a network link has a certain bandwidth available, sometimes referred to as residual capacity; to avoid any confusion, we will denote the available bandwidth by $b_{lm}$ for link $l-m$, as opposed to $d_{lm}$ for the additive case. Note that $b_{lm} = 0$ then means that the link is not feasible since there is no bandwidth; we can also set $b_{lm} = 0$ if there is no link between nodes $l$ and $m$ (compare this with $d_{lm} = \infty$ for the additive case). We start with a simple illustration. Consider a path between node 1 and node 2 consisting of three links: the first link has 10 units of bandwidth available, the second link has 5 units of bandwidth available, and the third link has 7 units of bandwidth available. Now, if we say the cost of this path is additive, i.e., $22(= 10 + 5 + 7)$, it is unlikely to make any sense. There is another way to think about it. Suppose that we have new requests coming in, each requiring a unit of dedicated bandwidth for a certain duration. What is the maximum number of requests this path can handle? It is easy to see that this path would be able to handle a maximum of five additional requests simultaneously since if it were more than five, the link in the middle in this case would not be able to handle more than five requests. That is, we arrive at the availability of the path by doing $\min\{10, 5, 7\} = 5$. Thus the path “cost” is 5; certainly, this is a strange definition of a path cost; it is easier to see this as the width of a path (see Figure 2.6). Formally, similar to Eq. (2.5.1), for all links $l-m$ that make up a path $p$, we can write the width of the path as

$$\hat{B}_{ij/p}(t) = \min_{\text{link } l-m \text{ in path } p} \left\{ b_{lm}(t) \right\}.$$  \hspace{1cm} (2.6.1)
Regardless, the important point to note is that this path cost is computed using a non-additive cost property, in this case the minimum function. It may be noted that the minimum function is not the only nonadditive cost property possible for defining cost of a path; there are certainly other possible measures, such as the nonadditive multiplicative property given by Eq. (B.8.1) discussed in Appendix B.8.

Now consider a list of candidate paths; how do we define the most preferable path? One way to define it is to find the path with the largest amount of available bandwidth. This is actually easy to do once the path “cost” for each path is determined since we can then take the maximum of all such paths. Consider the topology shown in Figure 2.7 with available bandwidth on each link as marked. Now consider three possible paths between node 1 and node 5:

<table>
<thead>
<tr>
<th>Path</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2-3-5</td>
<td>( \min{b_{12}, b_{23}, b_{35}} = 10 )</td>
</tr>
<tr>
<td>1-4-3-5</td>
<td>( \min{b_{14}, b_{43}, b_{35}} = 15 )</td>
</tr>
<tr>
<td>1-4-5</td>
<td>( \min{b_{14}, b_{45}} = 20 )</td>
</tr>
</tbody>
</table>

\( \hat{B}_{ij}(t) = 0 \)

\( \hat{B}_{ij/p}(t) = \infty \)

\( \hat{B}_{ij/p}(t) = \min \left\{ \hat{B}_{ij/p}(t), b_{lm}^i(t) \right\} \) (2.6.2)

\( \hat{B}_{ij}(t) = \hat{B}_{ij/p}(t) \)

\( \hat{p} = p \)
It is easy to see that the third path, 1-4-5, has the most bandwidth and is thus the preferred path. This means that we need to do a maximum over all paths in the case of the nonadditive property to find the widest path as opposed to the minimum over all paths when additive cost property is used. A widest path so selected is sometimes referred to as the \textit{maximal residual capacity} path. The procedure is presented in detail in Algorithm 2.7. It is helpful to contrast this algorithm with its counterpart, Algorithm 2.6, where the additive cost property was used; for example, you can compare Eq. (2.6.2) with Eq. (2.5.2), especially the logical “if” condition statements.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{network_example.png}
\caption{Network example for widest path routing.}
\end{figure}

\textbf{Remark 2.1. Relation between shortest path routing and widest path routing.}

While the cost of a path is determined differently, by using the additive property in Eq. (2.5.1), and by the nonadditive property in Eq. (2.6.1), there is a direct relation between shortest and widest. If we imagine the path cost to be the \textit{negative} of the quantity given in Eq. (2.6.1), then widest translates to being the minimum of this negative cost. Thus, the widest path is the cheapest path in the sense of this negative representation. In other words, the widest path can be thought of as the \textit{nonadditive (concave) shortest path}.

\section{2.7 Widest Path Algorithm}

We are coming back full circle to \textit{no} path caching for widest path routing algorithms. We present two approaches: first we show an extension of Dijkstra’s shortest path first algorithm; next, we extend the Bellman–Ford algorithm.

\subsection{2.7.1 Dijkstra-Based Approach}

When there is no path caching, the algorithm is very similar to Dijkstra’s algorithm that is adapted from [731], and is listed in Algorithm 2.8.

Consider the network topology shown in Figure 2.7 where each link is marked with an available bandwidth. The algorithmic steps with Algorithm 2.8 are detailed in Table 2.4 for


**Algorithm 2.8** Widest path algorithm, computed at node $i$ (Dijkstra-based).

1. Discover list of nodes in the network, $\mathcal{N}$ and available bandwidth of link $k-m$, $b_{km}^i(t)$, as known to node $i$ at the time of computation, $t$.

2. Initially, consider only source node $i$ in the set of nodes considered, i.e., $S = \{i\}$; mark the set with all the rest of the nodes as $S'$. Initialize

$$B_{ij}(t) = b_{ij}^i(t).$$

3. Identify a neighboring node (intermediary) $k$ not in the current list $S$ with the maximum bandwidth from node $i$, i.e., find $k \in S'$ such that $B_{ik}(t) = \max_{m \in S'} B_{im}(t)$.

Add $k$ to the list $S$, i.e., $S = S \cup \{k\}$.

Drop $k$ from $S'$, i.e., $S' = S' \setminus \{k\}$.

If $S'$ is empty, stop.

4. Consider nodes in $S'$ to update maximum bandwidth path, i.e., for $j \in S'$

$$B_{ij}(t) = \max\{B_{ij}(t), \min\{B_{ik}, b_{kj}^i(t)\}\}. \quad (2.7.1)$$

Go to Step 3.

**Table 2.4** Iterative steps based on Algorithm 2.8.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>List, $S$</th>
<th>$B_{12}$</th>
<th>Path</th>
<th>$B_{13}$</th>
<th>Path</th>
<th>$B_{14}$</th>
<th>Path</th>
<th>$B_{15}$</th>
<th>Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>${1}$</td>
<td>30</td>
<td>1-2</td>
<td>0</td>
<td>-</td>
<td>20</td>
<td>1-4</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>${1, 2}$</td>
<td>30</td>
<td>1-2</td>
<td>10</td>
<td>1-2-3</td>
<td>20</td>
<td>1-4</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>${1, 2, 4}$</td>
<td>30</td>
<td>1-2</td>
<td>15</td>
<td>1-4-3</td>
<td>20</td>
<td>1-4</td>
<td>20</td>
<td>1-4-5</td>
</tr>
<tr>
<td>4</td>
<td>${1, 2, 4, 3}$</td>
<td>30</td>
<td>1-2</td>
<td>15</td>
<td>1-4-3</td>
<td>20</td>
<td>1-4</td>
<td>20</td>
<td>1-4-5</td>
</tr>
<tr>
<td>5</td>
<td>${1, 2, 4, 3, 5}$</td>
<td>30</td>
<td>1-2</td>
<td>15</td>
<td>1-4-3</td>
<td>20</td>
<td>1-4</td>
<td>20</td>
<td>1-4-5</td>
</tr>
</tbody>
</table>

The distributed time-dependent case from the point of view of node 1, i.e., suppose that node 1 wants to find the path with most available bandwidth to all other nodes in the network. Then, initially, $S = \{1\}$ and $S' = \{2, 3, 4, 5\}$, and the widest paths to all nodes that are direct neighbors of node 1 can be readily found while for the rest, the “cost” remains at 0, i.e.,

$$B_{12} = 30, \quad B_{14} = 20, \quad B_{13} = B_{15} = 0.$$

Since $\max_{j \in S'} B_{1j} = 30$ is attained for $j = 2$, we add node 2 to list $S$. Thus, we have the updated lists: $S = \{1, 2\}$ and $S' = \{3, 4, 5\}$. 
Now for \( j \) not in \( S \), we update the available bandwidth to see if it is better than going via node 2, as follows:

\[
B_{13} = \max\{B_{13}, \min\{B_{12}, b_{23}\}\} = \max\{0, \min\{30, 10\}\} = 10 \quad // \text{use 1-2-3}
\]

\[
B_{14} = \max\{B_{14}, \min\{B_{12}, b_{24}\}\} = \max\{20, \min\{30, 10\}\} = 20 \quad // \text{stay on 1-2}
\]

\[
B_{15} = \max\{B_{15}, \min\{B_{12}, b_{25}\}\} = \max\{0, \min\{30, 0\}\} = 0 \quad // \text{no change}
\]

Now we are in the second pass of the algorithm. This time, \( \max_{j \in S'} B_{1j} = 20 \). This is attained for \( j = 4 \). Thus, \( S \) becomes \{1, 2, 4\}. Updating the available bandwidth to check via node 4 will be as follows:

\[
B_{13} = \max\{B_{13}, \min\{B_{14}, b_{43}\}\} = \max\{10, \min\{20, 15\}\} = 15 \quad // \text{use 1-4-3}
\]

\[
B_{15} = \max\{B_{15}, \min\{B_{14}, b_{45}\}\} = \max\{0, \min\{20, 40\}\} = 20 \quad // \text{use 1-4-5}
\]

This time, \( j = 3 \) will be included in \( S \). Thus, \( S \) becomes \{1, 2, 4, 3\}. There is no further improvement in the final pass of the algorithm.

### 2.7.2 Bellman–Ford-Based Approach

The widest path algorithm that uses the Bellman–Ford-based approach is strikingly similar to the Bellman–Ford shortest path routing algorithm given in Algorithm 2.2. For completeness, this is listed in Algorithm 2.9.

**Algorithm 2.9** Widest path algorithm, computed at node \( i \) (Bellman–Ford-based).

1. Initialize
   \[
   B_{ii}(t) = 0; \quad B_{ij}(t) = 0, \quad \text{for node } j \text{ that node } i \text{ is aware of}. \quad (2.7.2a)
   \]

2. For (nodes \( j \) that node \( i \) is aware of) do
   \[
   \overline{B}_{ij}(t) = \max_{k \text{ directly connected to } i} \min \left\{ b_{ik}(t), \overline{B}_{kj}(t) \right\}, \quad \text{for } j \neq i. \quad (2.7.2b)
   \]

### 2.8 \( k \)-Shortest Paths Algorithm

We now go back to the class of shortest path algorithms to consider an additional case. In many networking situations, it is desirable to determine the second shortest path, the third shortest path, and so on, up to the \( k \)-th shortest path between a source and a destination. Algorithms used for determining paths beyond just the shortest paths are generally referred to as \( k \)-shortest paths algorithms.

A simple way to generate additional paths would be to start with, say Dijkstra’s shortest path first algorithm, to determine the shortest path; then, by temporarily deleting each link on the shortest path one at a time, we can consider the reduced graph where we can apply again
Algorithm 2.10  *k*-shortest paths algorithm.

1. Initialize $k := 1$.

2. Find the shortest path $\mathcal{P}$ between source $(i)$ and destination $(j)$ in graph $\mathcal{G}$, using Dijkstra’s Algorithm.
   
   Add $\mathcal{P}$ to permanent list $\mathcal{K}$, i.e., $\mathcal{K} := \{\mathcal{P}\}$.
   
   If $K = 1$, stop.
   
   Add $\mathcal{P}$ to set $\mathcal{X}$ and pair $(\mathcal{P}, i)$ to set $\mathcal{S}$, i.e., $\mathcal{X} := \{\mathcal{P}\}$ and $\mathcal{S} := \{(\mathcal{P}, i)\}$.

3. Remove $\mathcal{P}$ from $\mathcal{X}$, i.e., $\mathcal{X} := \mathcal{X} \setminus \{\mathcal{P}\}$.

4. Find the unique pair $(\mathcal{P}, w) \in \mathcal{S}$, and corresponding deviation node $w$ associated with $\mathcal{P}$.

5. For each node $v$, except $j$, on subpath of $\mathcal{P}$ from $w$ to $j$ ($\text{sub}_\mathcal{P}(w, j)$):
   
   Construct graph $\mathcal{G}'$ by removing the following from graph $\mathcal{G}$:
   
   (a) All the vertices on subpath of $\mathcal{P}$ from $i$ to $v$, except $v$.
   
   (b) All the links incident on these deleted vertices.
   
   (c) Links outgoing from $v$ toward $j$ for each $\mathcal{P}' \in \mathcal{K} \cup \{\mathcal{P}\}$, such that $\text{sub}_\mathcal{P}(i, v) = \text{sub}_{\mathcal{P}'}(i, v)$.

   Find the shortest path $Q'$ from $v$ to $j$ in graph $\mathcal{G}'$ using Dijkstra’s Algorithm.

   Concatenate subpath of $\mathcal{P}$ from $i$ to $v$ and path $Q'$, i.e., $Q = \text{sub}_\mathcal{P}(i, v) \oplus Q'$.

   Add $Q$ to $\mathcal{X}$ and pair $(Q, v)$ to $\mathcal{S}$, i.e., $\mathcal{X} := \mathcal{X} \cup \{Q\}$ and $\mathcal{S} := \mathcal{S} \cup \{(Q, v)\}$.

6. Find the shortest path $\mathcal{P}$ among the paths in $\mathcal{X}$ and add $\mathcal{P}$ to $\mathcal{K}$, i.e., $\mathcal{K} := \mathcal{K} \cup \mathcal{P}$.

7. Increment $k$ by 1.

8. If $k < K$ and $\mathcal{X}$ is not empty, go to Step 4, else stop.

Dijkstra’s shortest path first algorithm. This will then give us paths that are longer than the shortest path. By identifying the cost of each of these paths, we can sort them in order of successively longer paths. For example, consider finding $k$-shortest paths from node 1 to node 6 in Figure 2.1. Here, the shortest path is 1-4-3-6 with path cost 3. Through this procedure, we can find longer paths such as 1-2-3-6 (path cost 4), 1-4-5-6 (path cost 4), and 1-4-3-5-6 (path cost 4). It is easy to see that paths so determined may have one or more links in common.

Suppose that we want to find $k$-shortest link disjoint paths. In this case, we need to temporarily delete all the links on the shortest path and run Dijkstra’s algorithm again on the reduced graph—this will then give the next shortest link disjoint path; we can continue this process until we find $k$-shortest link disjoint paths. Sometimes it might not be possible to find two or more link disjoint paths, if the reduced graph is isolated into more than one network. Consider again Figure 2.1. Here, the shortest path from node 1 to node 6 is 1-4-3-6 with path cost 3. If we temporarily delete the links in this path, we find the next link-disjoint shortest
path to be 1-2-4-5-6 of path cost 5. If we now delete links in this path, node 1 becomes isolated in the newly obtained reduced graph.

In Algorithm 2.10, we present a $k$-shortest path algorithm that is based on an idea, originally outlined in [756]; see also [454], [549] for additional references for this method. In this algorithm, a fairly complicated process is applied beyond finding the shortest path. For example, it uses an auxiliary list $S$ in order to track/determine longer paths. This is meant for die-hard readers, though. A description with each step is included in Algorithm 2.10 to convey the basic idea behind this algorithm.

Finally, recall that we discussed widest path computations with candidate path caching; such candidate paths to be cached can also be determined using a $k$-shortest paths algorithm. Typically, in such situations, the link cost for all links can be set to 1 because usually hop-length-based $k$-shortest paths are sufficient to determine candidate paths to cache.

## 2.9 Summary

We first start with notations. In discussing different shortest path algorithms, we have used a set of notations. While the notations might look confusing at first, there is some structure to the notations used here.

First, for a link $i$-$k$ connecting node $i$ and node $k$, the link cost for the additive case has been denoted by $d_{ik}$, while the link cost for the nonadditive case was denoted by $b_{ik}$. From a computational results point of view, we needed to track the minimum path cost between node $i$ and $j$ for various algorithms that can be distinctly identifiable—they can be classified as follows:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Indicator</th>
<th>Additive</th>
<th>Nonadditive (Widest)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bellman–Ford</td>
<td>&quot;overbar&quot;</td>
<td>$\overline{D}_{ij}$</td>
<td>$\overline{B}_{ij}$</td>
</tr>
<tr>
<td>Dijkstra</td>
<td>“underscore”</td>
<td>$\underline{D}_{ij}$</td>
<td>$\underline{B}_{ij}$</td>
</tr>
<tr>
<td>Path caching</td>
<td>“hat”</td>
<td>$\hat{D}_{ij}$</td>
<td>$\hat{B}_{ij}$</td>
</tr>
</tbody>
</table>

A superscript is used when we discuss information as known to a node, especially node $i$ where the algorithmic computation is viewed from in the distributed environment. Thus, we have used $\overline{D}_{kj}$ to denote the minimum additive path cost from node $k$ to node $j$ as known to node $i$. Finally, the temporal aspect is incorporated by making an expression a function of time $t$. Thus, we use $\overline{D}_{kj}(t)$ to indicate dependency on time $t$. While there are a few more notations, such as path list, these notations basically capture the essence and distinction of various algorithms. In any case, all notations are summarized in Table 2.5.

We have presented several shortest path and widest path routing algorithms that are useful in communication network routing. We started with the centralized version of the Bellman–Ford algorithm and then presented the distance vector approach, first used in the ARPANET distributed environment. Similarly, we presented Dijkstra’s algorithm, both the centralized and its distributed variant. We then considered routing algorithms when a nonadditive cost property (based on minimum function) is applicable; such algorithms can be classified as widest path routing when nonadditive cost property is concave. It may be noted that there may be several widest paths between two nodes, each with a different number of
TABLE 2.5 Summary of notations used in this chapter

<table>
<thead>
<tr>
<th>Notation</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>Source node</td>
</tr>
<tr>
<td>j</td>
<td>Destination node</td>
</tr>
<tr>
<td>k</td>
<td>Intermediate node</td>
</tr>
<tr>
<td>$\mathcal{N}$</td>
<td>List of nodes in a network</td>
</tr>
<tr>
<td>S</td>
<td>Permanent list of nodes in the Dijkstra’s algorithm (considered so far in the calculation)</td>
</tr>
<tr>
<td>$S'$</td>
<td>Tentative list of nodes in the Dijkstra’s algorithm (yet to be considered in calculation)</td>
</tr>
<tr>
<td>$\mathcal{N}_k$</td>
<td>List of neighboring nodes of node $k$</td>
</tr>
<tr>
<td>$d_{ij}$</td>
<td>Link cost between nodes $i$ and $j$</td>
</tr>
<tr>
<td>$d_{ij}(t)$</td>
<td>Link cost between nodes $i$ and $j$ at time $t$</td>
</tr>
<tr>
<td>$D_{ij}$</td>
<td>Cost of the minimum cost path from node $i$ to node $j$ (Bellman-Ford)</td>
</tr>
<tr>
<td>$\overline{D}_{ij}^{(h)}$</td>
<td>Cost of the minimum cost path from node $i$ to node $j$ when $h$ hops have been considered</td>
</tr>
<tr>
<td>$\overline{D}_{ij}(t)$</td>
<td>Cost of the minimum cost path from node $i$ to node $j$ at time $t$</td>
</tr>
<tr>
<td>$d_{kj}^{i}(t)$</td>
<td>Link cost between nodes $k$ and $j$ at time $t$ as known to node $i$</td>
</tr>
<tr>
<td>$\overline{D}_{kj}^{i}(t)$</td>
<td>Cost of the minimum cost path from node $k$ to node $j$ at time $t$ as known to node $i$</td>
</tr>
<tr>
<td>$D_{ij}$</td>
<td>Cost of the minimum cost path from node $i$ to node $j$ (Dijkstra)</td>
</tr>
<tr>
<td>$\overline{D}_{ij}(t)$</td>
<td>Cost of path $p$ from node $i$ to node $j$ (path caching)</td>
</tr>
<tr>
<td>$B_{ij}(t)$</td>
<td>Nonadditive cost (width) of the best path from node $i$ to node $j$ at time $t$ (Dijkstra)</td>
</tr>
<tr>
<td>$\widehat{B}_{ij}(t)$</td>
<td>Nonadditive cost (width) of the best path from node $i$ to node $j$ at time $t$ (path caching)</td>
</tr>
<tr>
<td>$P_{ij}$</td>
<td>The list of cached path at node $i$ for destination $j$</td>
</tr>
<tr>
<td>$H_{ij}$</td>
<td>Next hop for source $i$ for destination $j$</td>
</tr>
</tbody>
</table>

It is sometimes useful to identify the shortest-widest path; if “shortest” is meant in terms of the number of hops, then it can be more appropriately referred to as the least-hop-widest path, i.e., the widest path that uses the least number of hops between two nodes. Another consideration is the determination of the widest-shortest path, i.e., a feasible path with the minimum cost, for example, in terms of hop count; if there are several such paths, one with the maximum bandwidth is used. These will be discussed later in Chapter 17.

Note that in this chapter, we have presented our discussion using origin and destination nodes. When a network structure is somewhat complicated, that is, when we have a backbone network that is the carrier of traffic between access networks, we also use the term ingress node to refer to an entry point in the core network and the term egress node to refer to an exit point in the core network. It is important to keep this in mind.
Finally, it is worth noting that the Bellman–Ford algorithm can operate with negative link cost while Dijkstra’s algorithm requires the link costs to be nonnegative; on the other hand, Dijkstra’s algorithm can be modified to work with negative link cost as well. Communication network routing protocols such as Open Shortest Path First (OSPF) and Intermediate System-to-Intermediate System (IS-IS) (refer to Chapter 6) that are based on the link state protocol concept do not allow negative weights. Thus, for all practical purposes, negative link cost rarely plays a role in communication networking protocols. Thus, in this book, we primarily consider the case when link costs are nonnegative. Certainly, from a graph theory point of view, it is important to know whether a particular algorithm works with negative link cost; interested readers may consult books such as [624].

Further Lookup

The Bellman–Ford shortest path algorithm for computing the shortest path in a centralized manner was proposed by Ford [231] in 1956. Bellman [68] described a version independently in 1958, by using a system of equations that has become known as Bellman’s equations. Moore also independently presented an algorithm in 1957 that was published in 1959 [499]. Thus, what is often known as the Bellman–Ford algorithm, especially in communications networking, is also known as the Bellman–Ford–Moore algorithm in many circles.

The distance vector approach for the shortest path computation in a distributed environment is subtly as well as uniquely different from the centralized Bellman–Ford approach. The distance vector approach is also known as the original or “old” ARPANET routing algorithm, yet is sometimes attributed as the “distributed Bellman–Ford” algorithm. For a discussion on how these different naming and attributions came to be known, refer to [725]. For a comprehensive summary of ARPANET design decisions in the early years, see [464].

In 1959, Dijkstra presented his shortest path first algorithm for a centralized environment [178]. The “new” ARPANET routing took the distributed view of Dijkstra’s algorithm along with considerations for numerous practical issues in a distributed environment; for example, see [368], [462], [463], [599].

Widest path routing with at most two links for a path has been known since the advent of dynamic call routing in telephone networks in the early 1980s. In this context, it is often known as maximum residual capacity routing or maximum available trunk routing; for example, see [680]. The widest path algorithm based on Dijkstra’s framework given in Algorithm 2.8 and the distance vector framework given in Algorithm 2.9 are adapted from [731]. Widest path routing and its variations are applicable in a quality-of-service routing framework.

The $k$-shortest paths algorithm and its many variants have been studied by numerous researchers; see [202] for an extensive bibliography.

Exercises

2.1. Review questions:

(a) In what ways, are the Bellman–Ford algorithm (Algorithm 2.1) and the distance vector algorithm (Algorithm 2.2) different?

(b) What are the main differences between shortest path routing and widest path routing?
2.9 Exercises

(c) What is the difference between minimum hop routing and shortest path routing?

2.2. For the network example presented in Figure 2.1, compute the shortest paths from node 2 to all other nodes using the centralized Bellman–Ford algorithm (Algorithm 2.1).

2.3. For the network example presented in Figure 2.1, use Dijkstra’s algorithm (Algorithm 2.3) to compute the shortest paths from node 6 to the other nodes. Next, consider that link 3-6 fails; recompute the shortest paths from node 6 to the other nodes.

2.4. Consider the network topology in Figure 2.1. Assume now that the links have the following bandwidth: 1-2: 1, 1-4: 1, 2-3: 2, 2-4: 2, 3-4: 1, 3-5: 1, 3-6: 4-5: 2; 4-6: 3; 5-6: 2. Determine the widest paths from node 6 to all the other nodes.

2.5. Consider the network topology in Figure 2.8. The number listed next to the links are link costs.

(a) Determine the shortest path from node 1 to node 5 using Algorithm 2.2 and also using Algorithm 2.3.

(b) Now suppose that the link cost for link 1-4 is changed to 45. Determine again the shortest path from node 1 to node 5 using Algorithm 2.2 and also using Algorithm 2.3. Also, generate an iterative view similar to Figure 2.4.

2.6. Consider the network topology in Figure 2.8. The number listed next to the links are assumed to be bandwidth. Determine the widest path from node 2 to node 5 using Algorithm 2.8.

2.7. Identify networking environments where path caching might be helpful that require either the shortest path or the widest path computation.

2.8. Develop a specialized $k$-shortest paths algorithm, given that a path cannot consist of more than two links.

2.9. Implement the $k$-shortest paths algorithm described in Algorithm 2.10.

**Figure 2.8** A 5-node example.
3

Routing Protocols: Framework and Principles

There is nothing so annoying as to have two people talking when you’re busy interrupting.

Mark Twain

Reading Guideline

This chapter is organized by topics for each routing protocol family. You may choose to read each one separately while we do encourage reading both Section 3.1 and Section 3.2 before doing so. For each routing protocol family, we include a general discussion followed by a descriptive discussion. Specific details of a protocol are listed as templates; thus, if you are interested in a general understanding, you may skip the templates. However, you can study the specifics of a protocol by directly going into its details in the template format. Certainly, you can get the most out of a protocol by reading both the descriptive discussion as well as studying the specifics given in the template format. Notations used in this chapter are closely related to routing algorithms described in Chapter 2; in particular, you will be able to see the connection between a protocol message and the mathematical representation of information.
In this chapter, we consider three classes of routing protocols: distance vector, link state, and path vector. We present the basic working of these classes of protocols along with how special cases are handled, and types of problems a protocol might face in a distributed operating environment. We also show how routing protocols are related to routing algorithms.

3.1 Routing Protocol, Routing Algorithm, and Routing Table

In Chapter 2, we presented two important classes of shortest path routing algorithms, the Bellman–Ford algorithm and Dijkstra’s algorithm, including their distributed variants. The role of a routing protocol arises only when we consider a distributed environment. From the discussion of the distributed algorithms, we can see that for a node to compute the shortest paths, certain information must be available at that node; the node needs to somehow get this information from its neighbor or use the neighbor as a conduit to obtain information from other nodes. At the same time, the node might need to let its neighbors know the information it has. A major role of a routing protocol is to facilitate this exchange of information in a standardized manner, sometimes also coupled with routing computation.

From the discussion of the distributed variant of both the Bellman–Ford algorithm and Dijkstra’s algorithm, we can see that what a node needs to know is different from one algorithm to another to compute the shortest paths. Thus, when we say standardization, we mean the standardization of information that is applicable within an algorithmic framework where all nodes conform to this framework. For example, all nodes that conform to computing the shortest paths using the Bellman–Ford algorithm would need the same type of information; thus, the exchange of information needs to be standardized around this requirement. Similarly, this is the case for Dijkstra’s algorithm.

When the exchange of information is coupled to a particular algorithm such as the Bellman–Ford algorithm, it can give the impression that a routing protocol is closely tied to a specific shortest path route computation algorithm. While the concept of routing protocols has direct connection to routing algorithms such as the Bellman–Ford algorithm or Dijkstra’s algorithm, it is also important to distinguish and decouple the basic routing protocol concept from a specific routing algorithm. Fundamentally, a routing protocol addresses what type of information a node may need to receive from its neighbors and also may need to pass information to its neighbor. In other words, a routing protocol need not necessarily worry about how a node uses this information to compute the shortest paths (or multiple paths), how often it computes the shortest paths.

At the same time, historically, there has been a close tie between a shortest path algorithm and a routing protocol, for example, between the Bellman–Ford algorithm and a distance vector routing protocol, and between Dijkstra’s algorithm and a link state routing protocol. That is, it is hard to sometimes distinguish and often this leads to confusion. Regardless, it is best to think about a routing protocol separately from a routing computation algorithm. As you go through the book, you will find out that there are link state routing protocols that do not use Dijkstra’s shortest path first algorithm. Similarly, there are distance vector protocols that do not use just the distributed Bellman–Ford algorithm for determining the shortest paths; additional functionalities are needed. On the other hand, when a specific standardization or implementation of a particular protocol concept is considered, an algorithm is often closely tied to the protocol; for example, consider the Routing Information Protocol (RIP) (see
Section 5.3), which is based on a distance vector protocol concept and uses the distance vector ("distributed Bellman–Ford") algorithm for computing the shortest paths; similarly, consider the Open Shortest Path First (OSPF) protocol (refer to Section 6.2), which is based on the link state routing protocol concept and uses Dijkstra’s shortest path first routing algorithm. However, a networking environment enabled to use MPLS or GMPLS (refer to Chapter 18) also uses OSPF/IS-IS as routing protocols, yet use of Dijkstra’s shortest path first algorithm is not required. Consider another example, real-time network routing (RTNR), used for dynamic call routing in the telephone network, RTNR uses a link state protocol while the actual routing computation is quite different from Dijkstra’s algorithm (refer to Section 10.6). Finally, there are routing environments where no information exchange is done in order to select/compute routes; while this may seem odd, there are adaptive algorithms that work (and work well) without the paradigm of information exchange (see Section 10.5).

**Routing Information: Push or Pull**

We stated earlier that a routing protocol addresses what type of information a node needs to receive from its neighbors and to pass information to its neighbors. This brings up another important issue that can best be stated as information push and information pull. Push refers to a node pushing information to other nodes (usually on a periodic basis), while pull refers to a node contacting/requesting other nodes to obtain information needed usually for routing computation, but information can be for other network controls as well (refer to Section 11.6). Some routing protocols use the push mode while others use the pull mode, and yet others use a hybrid push-pull mode. For various routing protocols discussed in this book, we will identify which mode is used. A routing protocol is also required to handle special cases, such as when a link or a node fails; in such cases, special messages might need to be exchanged.

**Modes of Communicating Routing Information**

We next discuss how the routing information exchange is accomplished in a particular network. Essentially, there are two communication modes for exchanging routing information: in-band and out-of-band. While these two terms are used in a variety of ways in communication networking, we first clarify the use of these terms as they relate to this book. Specifically, in-band, in our context, means that the communication network that carries user traffic also carries routing information exchange; that is, there are mechanisms that allow carrying these two types of traffic in the same communication network. For example, an in-band mechanism is used in the Internet since eventually all are IP packets; how this is done in specific instances of routing protocols has been already discussed briefly in Chapter 1 and will be discussed later in Part II of this book. Out-of-band, as we use here, means that a completely separate network or mechanism is used for exchanging routing information from the communication network where the user traffic is carried. For example, for the circuit-switched telephone network, routing information exchanges are accomplished through an out-of-band mechanism. A simple analogy might be helpful here. Consider the road network in a large metropolitan area; here user traffic is motorists driving various automobiles. To indicate congestion, out-of-band mechanisms are used such as a helicopter to monitor from the sky, reporting to radio stations, which in turn use their radio frequency to transmit to motorists; thus, motorists, on listening to a radio station, can make a decision to choose an alternate path. That is, from a
networking point of view, the control plane and data plane are completely separate in the out-of-band mode.

**ROUTING TABLE AND FORWARDING TABLE**

Finally, there is another important component that goes with any routing environment. It is called the *routing table*. A routing table at a node provides a lookup entry for each destination by identifying an outgoing link/interface or a path. A routing table can be set up with an entry that remains static forever—this is the case when static routing is used. When dynamic routing is used, and based on exchange of information, a node performs route computation to determine paths to each destination and then creates/updates a routing table; this can be on a periodic basis or due to an extraordinary event such as a link failure. Thus, it is important to decouple the need for the routing table from whether the network employs static or dynamic routing—a routing table is needed in a communication network whether the mechanism is accomplished statically or dynamically. Typically, two forms of routing table entries are possible: (1) *next hop–based* or *hop-by-hop* routing based, and (2) *explicit route* based or *source routing* based. In the case of next hop–based, a node stores the pointer only to the next node(s) or hop(s) for destinations it is aware of, while in the case of explicit route based, a node stores the entire path to a destination; the second one is sometimes referred to as *route pinning*. The originating node then tags the pinned route to a packet for traversal through the nodes listed in the pinned route; however, this does not rule out the possibility of a node downstream replacing a pinned route with its own source route to destination. Next hop–based routing toward a destination is commonly used in the Internet, although source routing is an option possible within an intradomain routing protocol such as OSPF or IS-IS. Routing in the telephone network with progressive call control is also based on next hop routing, while routing is source-based if originating call control is used (see Section 10.1).

There is another terminology, *forwarding table*, often used in place of a routing table. While at the conceptual level there is no difference between these two terms, there are important differences when it comes to implementation at a routing device such as a router; this will be discussed later in Section 14.1.4. In this chapter, we will consistently use the term *routing table*.

### 3.2 Routing Information Representation and Protocol Messages

Several routing information entities will be covered starting in the next section. For consistency, we will follow notations that we have used earlier in Chapter 2. For example, \( d_{ik} \) refers to the distance cost (link-cost) on the direct link between node \( i \) and node \( k \). \( \bar{D}_{kj} \) refers to the computed cost between node \( k \) and \( j \), whether on a direct link or through other nodes in the network, and \( D_{kj} \) refers to the cost between node \( k \) and \( j \), as known to node \( i \). Recall from Chapter 2 that an overbar over uppercase \( D \), as in \( \bar{D} \), is used in the the Bellman–Ford algorithm and the distance vector algorithm approach; for consistency, it will be used here in the discussion of a distance vector routing protocol. A lowercase \( d \) with subscript, such as \( d_{ik} \), is used for link-cost from node \( i \) to node \( k \) in a link state protocol. For a path found from node \( i \) to node \( j \), the immediate next hop of node \( i \) will be denoted by \( H_{ij} \). The list of
neighbors of node $i$ will be denoted by $N_i$. All protocols will be discussed from the point of view of node $i$.

There are two types of link representation, bidirectional links and unidirectional links; their usage depends on a routing protocol. A bidirectional link between nodes 1 and 2 will be denoted by 1-2, while the unidirectional link from node 1 to node 2 will be denoted by 1→2. Similarly, a bidirectional path between node 1 and node 3 where a link directly connects node 1 and node 2 and another connects node 2 and node 3 will be denoted by 1-2-3; its unidirectional counterpart from node 1 to node 3 will be denoted by 1→2→3. Finally, we will use another notation for a path when referring to nodes that are in series without referring to links connecting any two nodes. For example, path (1, 2, 3) connects node 1 to node 2 to node 3 without saying anything about the links in between; in other words, this path notation does not rule out the possibility that there may be multiple links between between node 1 and 2, or node 2 and 3. In general, we denote a list of paths between nodes $i$ and $j$ by $P_{ij}$, and between nodes $k$ and $j$ as known to node $i$ by $P_{kj}$; in the second case, we typically assume that $k$ is a neighbor of node $i$.

We will use a box around texts to indicate a protocol message such as this one: Protocol Message. A protocol message will be partitioned by “|” between two different message entities such as Message-1 | Message-2 | … . A general delimiter of information pieces within a message will be marked by “,” while “;" will be used for special markers of separate information within a message, for example, 2, 3; 3, 2, 1 | 3, 1; 1.

These are the main representations to keep in mind. We will introduce other representations as we progress through the chapter.

### 3.3 Distance Vector Routing Protocol

In some ways, a distance vector protocol is the oldest routing protocol in practice. Thus, much has been learned from and about distance vector protocols. In the following, we will start with the basic concept of a distance vector protocol, followed by issues faced and how they are addressed, leading to identifying factors in the design of recent distance vector protocols. It is important to read the following with a general view of what a generic distance vector protocol is and should/can be, rather than to tie in to a specific instance of a distance vector protocol such as RIP (see Section 5.3). In other words, limitations of a specific instance of a distance vector protocol should not be confused with limitations of the concept of a distance vector protocol in general.

#### 3.3.1 Conceptual Framework and Illustration

In Chapter 2, we presented the distance vector routing algorithm (see Algorithm 2.2). It tells us that a node, say node $i$, needs to know the distance or cost from its neighbors to a destination, say node $j$, to determine the shortest path to node $j$. Since node $i$ can have multiple neighbors, it is preferable to know the distance from all its neighbors to node $j$ so that node $i$ can compare and determine the shortest path. The basic information exchange aspect about a distance vector protocol is that a node needs the distance cost information from each of its neighbors for all destinations; this way, it can compare and determine the shortest paths to all destinations. This means that our discussion about a distance vector protocol is strongly
tied to the distance vector routing algorithm (Algorithm 2.2), but keep in mind that it is not necessary to do so in general.

The main operation of a distance vector protocol needs to address dissemination and reception of information. Thus, we start with the basic operation of a distance vector protocol from the point of view of a node as shown in Figure 3.1. We clarify a few aspects about the protocol description:

- The protocol does not need to know ahead of time how many nodes are in the network; in other words, through the information received periodically that may contain a new node information, the receiving node can update the list of destination nodes.
- Actual numbering of a node can be done through some addressing scheme outside the protocol (for example, IP addressing with RIP).
- For each destination \( j \) (from node \( i \)), the protocol maintains/updates the next hop, to be denoted as \( H_{ij} \).
- With the arrival of a distance vector message from a neighbor \( k \), the protocol updates the cost to a destination if the currently stored next hop for this destination is also \( k \).
- Steps indicated are not necessarily in any specific order (except for initialization).
- There is possibly a time wait between steps and within substeps of a step.

We will now illustrate the basic working of a distance vector protocol through the six-node network discussed earlier in Chapter 2. We reproduce the topology (along with link cost information) in Figure 3.2 for ease of reference. Since we do not consider time-dependent distance cost, we will ignore time parameter \( t \), i.e., we will use \( d_{ik} \) and \( D_{ij}(t) \), instead of \( d_{ik}(t) \) and \( D_{ij}(t) \), respectively. Recall that \( d_{ik} \) refers to the link cost on the link \( i-k \) connecting node \( i \) to node \( k \), while \( D_{ij} \) refers to the cost between node \( i \) and \( j \). Consider that node 1 wants to compute the shortest paths to all its destinations. It needs to receive cost information from its neighbor nodes 2 and 4. Assuming for now that node 2 knows the best information (somehow), it is easy to see that node 2 needs to transmit the following protocol message to node 1:

\[
D_{21} = 1 \quad D_{22} = 0 \quad D_{23} = 2 \quad D_{24} = 1 \quad D_{25} = 3 \quad D_{26} = 3
\]

Note that the first subscript with \( D \) is the node generating this distance vector information (2 in this case), while the second subscript indicates the destination for which this distance cost is provided. Since the first subscript is common, it can be ignored as long as the receiving node knows who it is coming from. The second subscript is the most relevant identifier that indicates the destination. Obviously, a routing protocol exchange message cannot understand or indicate a subscript as we can do with a notation in describing the protocol! Thus, the message format, shown above, looks more like the following where the destination \( j \) is identified first with a node number followed by the distance cost \( D \), which is repeated for every \( j \):

\[
\begin{align*}
\text{node 1, } D & = 1 \\
\text{node 2, } D & = 0 \\
\text{node 3, } D & = 2 \\
\text{node 4, } D & = 1 \\
\text{node 5, } D & = 3 \\
\text{node 6, } D & = 3
\end{align*}
\]
3.3 Distance Vector Routing Protocol

Initialize:
- Node is configured with a unique node ID, say $i$
- Node $i$'s distance vector to itself is set to zero, i.e., $D_{ii} = 0$
- Initialize module that determines the link cost to its directly connected neighbor (either manually or based on measurements), i.e., $d_{ik}$ for all neighbors $k$, and set the routing table entry to indicate the next hop for $k$ as $k$ itself, i.e., $H_{ik} = k$

Transmit mode:
- Transmit the most recently computed cost (distance) for all known destination nodes to all its neighbors $k$ on a periodic basis

Receive mode:
- Node $i$ receives a distance vector from its neighbor $k$
  a. If the distance vector contains a new destination node $j'$, then a new node entry in the routing table is created and set $D_{ij'} = \infty$
  b. The distance vector $D_{kj}$ for each destination node $j$ received from neighbor $k$ at node $i$ is temporarily stored
  c. If the currently stored next hop for a destination $j$ is the same as $k$ itself, then update the distance cost for this destination, i.e.,
     - If ($H_{ij} = k$) then // if next hop is $k$
       $$D_{ij} = d_{ik} + D_{kj}$$
     Endif
- Route Computation
  For each destination $j$: // shortest path computation
  For all neighbors $k$ (or, the last received neighbor $k$)
    Compute $\text{temp} = d_{ik} + D_{kj}$
    If ($\text{temp} < D_{ij}$) then
      $$D_{ij} = \text{temp}$$ // update the new cost
      $H_{ij} = k$ // update next hop in the routing table
    Endif
- Special Cases:
  - If for any neighbor $k$, link $i$-$k$ goes down, then
    Set $d_{ik} = \infty$
    If $H_{ij} = k$, then $D_{ij} = \infty$
    Broadcast a distance vector to each neighbor
  Endif
  - If for any neighbor $k$, link $i$-$k$ is up again, then
    Update $d_{ik}$ (fixed or dynamic)
    Broadcast a distance vector to each neighbor
  Endif

**FIGURE 3.1** Distance vector protocol (node $i$’s view): basic framework.

Based on the above message information, we can also see that the term distance vector then refers to the vector of distance or direction. This is communicated through the above message to a neighbor so that the neighbor can determine its best distance to a destination.

While it looks odd to include information about cost to node 1 itself in such a message, this is indeed the case in the basic or naïve distance vector protocol since node 2 does not differentiate who its neighbors are when disseminating such information. Upon receiving this information, node 1 will add its cost to this neighbor (1 in this case) for each destination separately to compare and determine the best cost to every destination. Assuming that until this instant, node 1 does not know the cost to any destination (except itself), it will then compare and update the cost (see Eq. (2.2.4b) in Chapter 2) really for itself resulting in no improve-
ment; it also computes cost to all other destinations based on the information received and creates entries in its routing table, and tracks the outgoing link identifier. Thus, the routing table at node 1 is as given in Table 3.1.

Now compare Table 3.1 and the topology given in Figure 3.2; it is clear that for node 4 as destination, the entry is not optimal. This means that at this point, to route to node 4, node 1 will send to node 2 hoping that node 2 knows how to get to node 4. In fact, the routing table will stay in the above form as long as node 1 does not hear updated distance vector information from node 4 directly (to which it is also connected). In other words, a node actually never knows if it has the optimal cost as well as the best outgoing link identified for each destination (i.e., it is only the network administrator who can do optimal route analysis based on measurements). A node assumes that its neighbor is giving the correct distance vector information all the time. Furthermore, a node may or may not know if it has the view of the entire list of active nodes.

Now suppose that sometime after the above update, node 1 receives a distance vector from node 4 as given below:

```
  j = 1, D = 1  j = 2, D = 1  j = 3, D = 0  j = 4, D = 0  j = 5, D = 2  j = 6, D = 2
```

![Figure 3.2](https://example.com/figure32.png)

**Figure 3.2** Six-node, ten-link network example (the entry shown next to a link is the cost of the link).

<table>
<thead>
<tr>
<th>Destination Node</th>
<th>Cost</th>
<th>Outgoing Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>local</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1-2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1-2</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1-2</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>1-2</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>1-2</td>
</tr>
</tbody>
</table>
3.3 Distance Vector Routing Protocol

Upon receiving this information, node 1 performs an updated computation as shown in Table 3.2. You may note that this computation, marked as action-6 in Figure 3.1, is the same as Eq. (2.2.4b) in Algorithm 2.2; here, $d_{14}(t) = 1$, and node 1 receives $D_{4j}(t), j = 1, 2, \ldots, 6$ as the distance vector message described above. The basic difference in the computation is that while the Bellman–Ford algorithm does not explicitly state that the outgoing link should be tracked, a distance vector routing protocol usually tracks this information for the purpose of creating/updating the routing table.

While it may not be apparent from the discussion so far, we learn the following lessons in regard to how timing (and timers) influences a routing protocol (see also Figure 3.3):

- **The order of information as received matters:** In the example discussed so far, we started by assuming that node 1 receives a distance vector from node 2 first before receiving a distance vector from node 4. Had node 1 received a distance vector from node 4 first, the entire routing table in the first round would have been different.

- **How often the distance vector information is disseminated matters:** Assume for the sake of argument that a distance vector is disseminated by node 2 every minute while node 4 does it every 10 min. Clearly, this would make a difference to node 1 in terms of how quickly it would be able to arrive at the best routing table.

- **The instant when a node broadcasts the distance vector (after an event) matters:** It is important to distinguish this item from the previous item. While the previous item discusses periodicity of the update interval, this one refers to whether a node should trigger an immediate update after a major event such as a failure of a link connected to it.

- **The instant when a routing computation is performed matters:** Suppose a node receives a distance vector from a neighbor every 2 min while it performs the route computation every 3 min. Certainly, these update cycles have an impact on obtaining the best route in a timely manner.

<table>
<thead>
<tr>
<th>Destination Node</th>
<th>Current Cost</th>
<th>New Possible Cost</th>
<th>Updated Cost (Update?)</th>
<th>Update Outgoing Link (If Any)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1 + 1</td>
<td>0 (No)</td>
<td>local</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1 + 1</td>
<td>1 (No)</td>
<td>1-2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1 + 1</td>
<td>2 (Yes)</td>
<td>1-4</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1 + 0</td>
<td>1 (Yes)</td>
<td>1-4</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>1 + 2</td>
<td>3 (Yes)</td>
<td>1-4</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>1 + 2</td>
<td>3 (Yes)</td>
<td>1-4</td>
</tr>
</tbody>
</table>
• The instant when the routing table is updated matters: Suppose a node waits another 30 sec after performing a route computation before updating the routing table. This would impact the flow of user data.

An important corollary of the above discussion is that time (and timers) matter when it comes to a routing protocol, and that a routing environment encounters a transient period during which different nodes may have different views of the network; this is the root cause of many undesirable problems, which are discussed next. While common sense indicates that extended gaps between events as highlighted in Figure 3.3 are probably not necessary, it is important to understand what can happen if they do exist. This is explored in the next section.
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3.3.2 Why Timers Matter

An important issue with any routing protocol is convergence; convergence refers to the same view arrived at by all nodes in a network from an inconsistent view, which may have resulted due to a failure or a cost change. Depending on how often the timers are activated, the convergence of a distance vector routing protocol can be delayed. We will discuss several aspects of this. There are some undesirable behaviors we will now highlight.

**Slow Convergence**

Consider again Figure 3.2, but this time only with a partial view where we consider four nodes being activated at the same time: node 1, node 2, node 3, and node 6 (see Figure 3.4). We assume that nodes 4 and 5 are not activated yet; thus, nodes 1, 2, 3, and 6 form a linear network with a link connecting the adjacent nodes in the given order; also note that the link cost is 1 for every link in this linear network except for link 2-3 which has cost 2.

Suppose that at time $t = 0$ sec, when all four routers come alive simultaneously, they broadcast their presence to their neighbors, and then wait for 60 sec before doing another distance vector message. We assume that immediately after receiving a distance vector message, a node invokes the shortest path computation step and updates the routing table—for simplicity, we assume that this step takes 1 sec. We show below routing tables at various nodes as time passes (the destination node is labeled as D-node and the outgoing link is labeled as O-link):

**Time: $t=0$ sec** Nodes 1, 2, 3, and 6 are activated and the initial distance vector broadcast is sent.

**Time: $t=1$ sec** Routing tables at different nodes:

<table>
<thead>
<tr>
<th>Node 1:</th>
<th>Node 2:</th>
<th>Node 3:</th>
<th>Node 6:</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-node</td>
<td>Cost</td>
<td>O-link</td>
<td>D-node</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>local</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1-2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2-3</td>
<td></td>
</tr>
</tbody>
</table>

**Time: $t=60$ sec** Distance vector broadcast.

**Time: $t=61$ sec** Routing tables at different nodes:

<table>
<thead>
<tr>
<th>Node 1:</th>
<th>Node 2:</th>
<th>Node 3:</th>
<th>Node 6:</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-node</td>
<td>Cost</td>
<td>O-link</td>
<td>D-node</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>local</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1-2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>2-3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

**Time: $t=120$ sec** Distance vector broadcast.

**Time: $t=121$ sec** Routing tables at different nodes:

<table>
<thead>
<tr>
<th>Node 1:</th>
<th>Node 2:</th>
<th>Node 3:</th>
<th>Node 6:</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-node</td>
<td>Cost</td>
<td>O-link</td>
<td>D-node</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>local</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1-2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1-2</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>1-2</td>
<td>6</td>
</tr>
</tbody>
</table>
From the above sequence of tables, we see that at different point of time, different nodes have different views of the network, including partial views. It is easy to see that all routing tables do not converge until \( t = 121 \) sec.

**ROUTING LOOPS**

A major problem with a distance vector protocol is that it can cause *routing loops*; this refers to a scenario in which a node’s routing table points to the next hop, which in turn points to another hop and so on, and eventually the last node points back to the original node. In this situation, user traffic will go in a circular manner unless some mechanism is introduced to halt it. Looping can occur, for example, when a link fails. To illustrate, we first assume that the routing given in Figure 3.2 has fully converged. We first list below the sequence of events that occurs as viewed at node 2 and node 3:

<table>
<thead>
<tr>
<th>Time, ( t )</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Converged state; a routing computation performed for all destinations.</td>
</tr>
<tr>
<td>1 ( t_1 )</td>
<td>Nodes 2 and 3 update their respective routing tables (based on the result of routing computation at time ( t_0 )).</td>
</tr>
<tr>
<td>2 ( t_2 )</td>
<td>Link 3-6 fails.</td>
</tr>
<tr>
<td>3 ( t_3 )</td>
<td>Node 3 updates its routing table entry for destination node 6 by listing cost as ( \infty ).</td>
</tr>
<tr>
<td>4 ( t_4 )</td>
<td>Node 2 sends distance vector to node 3.</td>
</tr>
<tr>
<td>5 ( t_5 )</td>
<td>Nodes 2 and 3 both perform a routing computation for all destinations.</td>
</tr>
<tr>
<td>6 ( t_6 )</td>
<td>Nodes 2 and 3 update their respective routing tables.</td>
</tr>
</tbody>
</table>

We now elaborate what is happening at some of these time instances. At time \( t_1 \), the routing table entries at node 2 and node 3 for destination node 6 are as follows:

**At node 2:**

<table>
<thead>
<tr>
<th>Destination Node</th>
<th>Cost</th>
<th>Outgoing Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>3</td>
<td>2-3</td>
</tr>
</tbody>
</table>

**At node 3:**

<table>
<thead>
<tr>
<th>Destination Node</th>
<th>Cost</th>
<th>Outgoing Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>1</td>
<td>3-6</td>
</tr>
</tbody>
</table>

Then, at time \( t_3 \), the routing table entry at node 3 for destination node 6 becomes:

<table>
<thead>
<tr>
<th>Destination Node</th>
<th>Cost</th>
<th>Outgoing Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>( \infty )</td>
<td>3-6</td>
</tr>
</tbody>
</table>

At time \( t_4 \), node 3 receives the following distance vector message from node 2:

\[
j = 1, \overline{D} = 1 \quad j = 2, \overline{D} = 0 \quad j = 3, \overline{D} = 3 \quad j = 4, \overline{D} = 1 \quad j = 5, \overline{D} = 3 \quad j = 6, \overline{D} = 3
\]
In particular, note that node 3 receives node 2’s cost to destination node 6 as 3. At time \( t_5 \), both node 2 and node 3 perform a routing computation. Since node 2 has not received any distance vector, there is no change at node 2; thus, there is no change in the routing table entry either. For clarity, we show the routing table at node 2 for destination nodes 3 and 6:

<table>
<thead>
<tr>
<th>Destination Node</th>
<th>Cost</th>
<th>Outgoing Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2</td>
<td>2-3</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>2-3</td>
</tr>
</tbody>
</table>

On the other hand, for node 3 the following update occurs:

<table>
<thead>
<tr>
<th>Destination Node</th>
<th>Current Cost</th>
<th>New Possible Cost</th>
<th>Updated Cost (update?)</th>
<th>Update Outgoing Link (if any)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>∞</td>
<td>1 + 3</td>
<td>4 (yes)</td>
<td>3-2</td>
</tr>
</tbody>
</table>

This results in node 3 pointing to node 2 for destination node 6. Thus, if user traffic now arrives at node 2 destined for node 6, node 2’s routing table will send the packet on the outgoing link 2-3; on receiving this packet, node 3 looks up the routing table entry for destination node 6, and ships the user traffic on 3-2 to node 2! Thus, these data will keep looping back and forth between nodes 2 and node 3 forever unless the network provides a way to stop this through some other mechanism such as a time-to-live parameter. This looping effect is also called the bouncing effect.

**COUNTING TO INFINITY**

*Counting to infinity* is another problem faced with a distance vector protocol. Consider again Figure 3.2 and assume that routing tables have converged at all nodes. We will now consider the consequence of two-link failures in term of the following time line:

- **time, \( t_1 \)** — node 4 sends distance vector to node 5.
- **time, \( t_2 \)** — links 3-6 and 5-6 both fail.
- **time, \( t_3 \)** — node 5 informs node 4 (and node 3) that its cost to node 6 is \( \infty \).
- **time, \( t_4 \)** — node 3 informs node 4 (and node 5) that its cost to node 6 is \( \infty \).
- **time, \( t_5 \)** — node 4 performs a shortest path computation.
- **time, \( t_6 \)** — node 4 receives a distance vector from node 1 indicating that its cost to node 6 is 3 (i.e., node 1 has not learned about the failures yet).
- **time, \( t_7 \)** — node 4 performs a shortest path computation again.
- **time, \( t_8 \)** — node 4 sends its distance vector to node 5 and node 3 (and others).
- **time, \( t_9 \)** — node 3 updates their routing tables based on information from node 4.

Now, we walk through the details at each time event. At time \( t_1 \), node 4 has the following routing table:
and broadcasts the following distance vector:

$$
\begin{array}{cccc}
  j = 1, D = 1 & j = 2, D = 1 & j = 3, D = 1 & j = 4, D = 0 & j = 5, D = 2 & j = 6, D = 2 \\
\end{array}
$$

The link failures occur at time $t_2$; thus, node 5 sets the cost to node 6 as $\infty$ since link 5-6 is the outgoing link for this destination. At time $t_3$, node 5 broadcasts the following distance vector to node 4 (and node 3):

$$
\begin{array}{cccc}
  j = 1, D = 3 & j = 2, D = 3 & j = 3, D = 1 & j = 4, D = 0 & j = 5, D = 0 & j = 6, D = \infty \\
\end{array}
$$

while node 3 broadcasts the following distance vector to node 4 (and node 5):

$$
\begin{array}{cccc}
  j = 1, D = 2 & j = 2, D = 2 & j = 3, D = 0 & j = 4, D = 1 & j = 5, D = 1 & j = 6, D = \infty \\
\end{array}
$$

At time $t_4$ and after receiving the above distance vectors from node 3 and node 5, node 4 performs a shortest path computation. In particular, consider the case of destination node 6; since node 3 reports the cost to node 6 to be $\infty$ and node 3 happens to be the next hop for node 4 in regard to destination node 6, node 4 updates its cost to $\infty$ for destination node 6 as required by the protocol.

At node 4, a new distance vector from node 1 is received at time $t_5$ that reports that the best cost to destination node 6 is 3. At time $t_6$, node 4 performs the shortest path computation again; for destination 6, node 4 notices that

$$
\begin{array}{cccc}
  j = 1, D = 1 & j = 2, D = 1 & j = 3, D = 3 & j = 4, D = 0 & j = 5, D = 2 & j = 6, D = 4 \\
\end{array}
$$

On receiving this message, node 3 notices node 6 is reachable via node 4 and the cost to be 4; thus, node 3 updates its cost to 5 ($= 1 + 4$). It then sends the distance vector to node 4 with this cost. Thus, it will continue on in the following cycle (assuming cost to be $x$, to start with):

<table>
<thead>
<tr>
<th>Destination Node</th>
<th>Current Cost</th>
<th>New Possible Cost</th>
<th>Updated Cost (update?)</th>
<th>Update Outgoing Link (if any)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>$\infty$</td>
<td>1 + 3</td>
<td>4 (Yes)</td>
<td>4-1</td>
</tr>
</tbody>
</table>
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- Node 4 sends a distance vector to node 3 with cost for destination node 6 as $x$
- Node 3 computes the distance to node 6 as $x + 1$
- Node 3 sends a distance vector to node 4 with cost for destination node 6 as $x + 1$
- Node 4 updates its cost to node 6 as $x + 2 = (1 + x + 1)$
- Node 4 sends a distance vector to node 3 with cost for destination node 6 as $x + 2$

until at node 4, the cost to node 6 is more than 15 (which is the direct cost to node 6 on link 4-6). Incidentally, all this time, node 4 knew about the direct link with cost 15 but ignored it, mistakenly assuming that there is a path through node 3 that is cheaper.

As you can see, due to periodic update, it will take several rounds before recognizing about the high cost path. This phenomenon is known as counting to infinity.

3.3.3 Solutions

In this section, we discuss a set of solutions to the issues discussed above.

**Split Horizon and Split Horizon with Poisoned Reverse**

We have seen from previous illustrations that when a node transmits a distance vector update, it sends information about all nodes of which it is aware; it also includes information about itself as well as about the node to which this distance vector is sent. We also saw that this actually led to providing a false indication when a failure occurs, thus causing behavior such as the count to infinity. **Split horizon** is a technique that can help speed up convergence and can also solve the count to infinity problem in some instances. The basic idea of split horizon is quite simple: when transmitting a distance vector update on an outgoing link, send updates only for nodes for which this link is *not* on its routing table as the outgoing link.

To illustrate split horizon, consider node 4 in Figure 3.2. When fully converged, it will have the following values about cost to various destinations and the entry of the outgoing link in the routing table:

<table>
<thead>
<tr>
<th>Destination Node</th>
<th>Cost</th>
<th>Outgoing Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>4-1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>4-2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4-3</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>local</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>4-5</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>4-3</td>
</tr>
</tbody>
</table>

The basic distance vector protocol tells us to advertise the following:

\[ j = 1, D = 1 \quad j = 2, D = 1 \quad j = 3, D = 1 \quad j = 4, D = 0 \quad j = 5, D = 2 \quad j = 6, D = 2 \]

With split horizon, node 4 will send the following distance vector to node 3

\[ j = 1, D = 1 \quad j = 2, D = 1 \quad j = 4, D = 0 \quad j = 5, D = 2 \]
since nodes 3 and 6 have link 4-3 as the outgoing link for these nodes. However, node 4 will send the following distance vector to node 5 instead:

\[
\begin{array}{|c|c|}
\hline
j & D_j \\
\hline
1 & 1 \\
2 & 1 \\
3 & 1 \\
4 & 0 \\
6 & 2 \\
\hline
\end{array}
\]

From the above example, we note that a node may generate different distance vector updates depending on the outgoing link.

It can also be argued that no news is not necessarily always good news. There is, however, another variation of split horizon, called the split horizon with poisoned reverse, where news about all nodes is provided. In this case, the ones accessible on the outgoing link are marked as \(\infty\). Thus, node 4 will send the following distance vector to node 3:

\[
\begin{array}{|c|c|}
\hline
j & D_j \\
\hline
1 & 1 \\
2 & 1 \\
3 & \infty \\
4 & 0 \\
5 & 2 \\
6 & \infty \\
\hline
\end{array}
\]

This essentially says that it is good to transmit bad news as well. Split horizon with poisoned reverse is more aggressive than split horizon and can stop looping between two adjacent nodes.

Consider Figure 3.2 again. Suppose that node 4 incorrectly believes that it can reach node 1 via node 2—this can happen, for example, due to corrupted information. For the case of split horizon, node 3 would not indicate that it cannot reach node 1. On the other hand, for the case of split horizon with poisoned inverse, node 3 would indicate to node 4 that node 1 is unreachable—this then lets node 4 correct its misconception that there is a path to node 1 via node 2, and can avoid looping back and forth.

**Timer Adjustment (Jitter)**

In discussing various examples, we have deliberately injected a time gap between different events in a distance vector protocol. Certainly, common sense would tell us that such time gaps are not necessary; moreover, such gaps can cause unnecessary problems during a transient period. Thus, the following are good steps to take in a distance vector protocol:

- Once the shortest path is computed by a node, it immediately updates the routing table—there is no reason to inject a time gap.
- When an outgoing link is found to be down, the routing table is immediately updated with an infinite cost for the destinations that would have used this link as the outgoing link, and a distance vector is generated to other outgoing links to communicate explicitly about nodes that are not reachable.
- As part of normal operations, it is a good idea to periodically send a distance vector to neighbors, even if the cost has not changed. This helps the neighbor to recognize/realize that its neighbor is not down.
- If a routing environment uses an unreliable delivery mechanism for dissemination of the distance vector information, then, besides the periodic update timer ("Keep-alive" timer), an additional timer called a holddown timer is also used. Typically, the holddown timer has a value several times the value of the periodic update timer. This way, even if a periodic update is sent and a neighboring node does not hear it, for example, due to packet corruption or packet loss, the node would not immediately assume that the node is unreachable;
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it would instead wait till the holddown timer expires before updating the routing table (for more discussion, see Section 5.3 about Routing Information Protocol (RIP)—a protocol that uses unreliable delivery mechanism for routing information).

- If a routing environment uses a reliable delivery mechanism for dissemination of the distance vector information, the holddown timer does not appear to be necessary (in addition to the periodic update timer). However, the holddown timer can still play a critical role, for example, when a node’s CPU is busy and cannot generate the periodic update messages within its timer window. Instead of assuming that it did not receive the periodic update because its neighbor is down, it can wait till the holddown timer expires. Thus, for such situations, the holddown timer helps to avoid unnecessary destabilization.

- The count to infinity situation was aggravated partly because one of the critical links had a much higher cost than the other links. Thus, in a routing environment running a distance vector protocol, it is often recommended that link costs be of comparable value and certainly should not be different in orders of magnitude.

- From the illustrations, it is clear that while the periodic update is a good idea, certain updates should be communicated as soon as possible; for example, when a node is activated, when a link goes down, or when a link comes up. In general, if the cost of a link changes significantly, it is a good idea to generate a distance vector update immediately, often referred to as the triggered update. This would then lead to faster convergence; furthermore, the count to infinity problem can be minimized (although it cannot be completely ruled out).

- If the cost on a link changes and then it changes back again very quickly, this would result in two triggered updates that can lead to other nodes updating their routing tables and then reverting back to the old tables. This type of oscillatory behavior is not desirable. Thus, to avoid such frequent oscillations, it is often recommended that there be a minimum time interval (holddown timer) between two consecutive updates. This certainly stops it from updating new information as quickly as possible and dampens convergence; but, at the same time, this also helps in stopping the spread of bad information too quickly.

- There is another effect possible with a distance vector protocol. Nodes are set up to send distance vector updates on a periodic basis, as mentioned earlier. Now, consider a node that is directly connected to 10 other nodes. Then, this node will be sending a distance vector on 10 outgoing links and at the same time it will be receiving from all of them. This situation can lead to congestion at the node including CPU overload. Thus, it is preferable that periodic updates from different nodes in a network be asynchronous. To avoid synchronous operations, instead of updating on expiration of an exact update time, a node computes the update time as a random amount around a mean value. For example, suppose that the average update time is 1 min; thus, an update time can be chosen randomly from a uniform distribution with 1 min as the average ± 10 sec. This way, the likelihood of advertising at the same time by different routers can be reduced.

The last item requires a bit of clarification. It is not hard to see that even if all the routers are set to start at a random start time and are independent events, all nodes eventually can synchronize in terms of update time, especially due to triggered update. This phenomenon
is known as the pendulum effect [228]—the name stems from physics where you can start two independent pendulums physically close to each other with different swing cycles that eventually have synchronized swing cycles. Injection of random timer adjustment on the update time helps avoid the pendulum effect; however, the variation should be set to a large value to avoid synchronization. Note that this randomization is used for any subsequent update; certainly, if there is a failure, the triggered update still be generated.

From the illustrations and the above comments, it is also important to recognize that while a routing protocol needs a variety of timers, the actual value of the timers should not be rigidly defined as a part of the protocol description. In certain older routing protocols, values of timers were rigidly defined (see Section 5.3). Since then, we have learned enough to know that it is important to leave the rigid values out of the protocol; instead, include threshold values and range, and let the operational environment determine what are good values to use in practice. Needless to say, the timer values need to be chosen very carefully. A similar comment is also applicable to the link cost update timers; we will discuss this later in Section 3.6 and in subsequent chapters.

**DISTANCE VECTOR MESSAGE CONTENT**

The distance vector message discussed so far includes a distance cost for each destination node; there are some variations as to the value of the cost and/or which node should or should not be included in a distance vector broadcast, for example, to address for split horizon. It is, however, important to realize that perhaps additional attributes should be included with a distance vector message.

A simple first extension is to include next hop with a distance vector update for each destination as follows:

| Destination Node, | Next Hop, | Distance $D$ |

It may be noted that if the next hop information is included, a node on receiving a distance vector from a neighbor has the ability to determine if the next hop for its neighbor goes through itself. Thus, what we were trying to accomplish by split horizon can be essentially accomplished by having this additional information. Note that this does not help solve the looping problem; it only helps to identify a possible loop and to stop doing a mistaken shortest path computation and avoid forwarding user traffic.

Another important aspect to consider is the type of event. If it is a link failure, or if the link cost has changed significantly, this is an important event compared to a normal periodic update. Thus, for example, for each distance, we may identify whether this is a normal periodic update, or a special update due to an event; this will then allow the receiving node a differential, based on which it may take different actions. Furthermore, a sequence number may be included that is incremented each time a new update is generated. Thus, a possible format for each destination may be as follows:
Note that we have added a new field: Normal periodic update or special event indicator. It may be noted that if a distance cost is infinite, this may implicitly mean that an unusual event has occurred. On the other hand, a node may explicitly request information from its neighbor; for this case, it would be necessary to indicate this. Thus, the above format has some additional benefit. As an example, a distance vector message will have the following format:

\[
\begin{align*}
  j = 1, \text{Sequence Number} = 1, \text{Update}=\text{normal}, & \text{Next Hop} = 7, \overline{D} = 3 \\
  j = 2, \text{Sequence Number} = 1, \text{Update}=\text{normal}, & \text{Next Hop} = 7, \overline{D} = 2 \\
  \vdots
\end{align*}
\]

Alternately, the sequence number may be done at a level of the message boundary (instead of for each distance direction), especially if the distance vector message is done for all nodes instead of a partial list of nodes.

### 3.3.4 Can We Avoid Loops?

So far, we have discussed a distance vector protocol and ways to circumvent a variety of issues faced in its operation. There is, however, one critical aspect that none of the mechanisms discussed so far can address adequately—the looping problem. In some ways, we could say that looping is the most serious problem since user packets will bounce back and forth between two (or more) nodes. Thus, an important question is: can looping be completely avoided in a distance vector protocol? To answer this question, we first need to understand the source of looping. On close scrutiny, you will note that the looping is induced by the Bellman–Ford computation in a distributed environment and it occurs when a link fails. In fact, looping can occur when the link cost increases also; incidentally, link failure can be thought of as a special case of increases in link cost (when link cost is set to \(\infty\)). You might wonder: what about a link cost decrease? This case is actually not a problem since Bellman–Ford can be applied as before.

To address loop-free routing for the case in which a link fails or its link cost increases, some extra work is required. Briefly, if the distance vector broadcast contains certain additional information beyond just the distance, and additionally, route computation is performed through inter-nodal coordination between a node and its neighbors, then looping can be avoided; this is considered in the next section.

### 3.3.5 Distance Vector Protocol Based on Diffusing Computation with Coordinated Update

The most well-known scheme that accomplishes loop-free routing in a distance vector protocol framework is the diffusing computation with coordinated update approach [244], [245], [246].
that incorporates the concept of diffusing computation [179] and the coordinated update approach [336]; this approach has been implemented in Enhanced Interior Gateway Routing Protocol (EIGRP) (see Section 5.6) and is known as the Diffusing Update Algorithm (DUAL). To identify that this approach is still built on the notion of a distance vector protocol framework, we will refer to this approach simply as the loop-free distance vector protocol, while we will refer to the original distance vector protocol discussed earlier as the basic distance vector protocol.

We start with three important assumptions for the loop-free approach: (1) within a finite time, a node must be able to determine the existence of a new neighbor or if the connectivity to a neighbor is lost, (2) distance vector updates are performed reliably, and (3) message events are processed one at a time, be it an update or a link failure message or a message about new neighbors being discovered.

It may be noted that the basic distance vector protocol does not explicitly address the first assumption. This assumption helps to build adjacency with neighbors in a finite time and is now a common feature in other, more recent routing protocols as well. The second assumption was also not addressed in the basic distance vector protocol—we have noted earlier that the lack of this functionality heavily affects convergence time and in the determination of whether a link has gone down. The third assumption is specifically about workings of diffusing computation with coordinated update.

The basic distance vector protocol has only a single message type, which is the distance vector update. However, the loop-free approach has multiple different message types: (1) hello—used in neighbor discovery, (2) ack—acknowledgment of a hello message, (3) update—for distance vector update, (4) query—for querying a neighbor for specific information, and (5) reply—for response to a query. Given the first assumption, you can clearly see the need for hello/ack messages. In the case of the loop-free distance vector (DV) protocol, update messages are not periodic, unlike the basic distance vector protocol, and can contain partial information. Query reply messages help in accomplishing loop-free routing and are used for coordination. This is also a good time to bring up information push and information pull in regard to protocol exchanges, as discussed earlier in Section 3.1. While the basic distance vector protocol operates in an information push mode, the loop-free distance vector protocol employs both the push mode for updates and the pull mode when hello or query are generated.

To execute the loop-free distance vector protocol, each node \( i \) maintains the following information:

- A list of neighboring/adjacent nodes, represented by \( N_i \).
- A network node table that includes every node \( j \) in the network along with the following information:
  - Lowest feasible distance to node \( j \) (represented as \( D_{ij} \)).
  - A list of feasible next hops \( k \)—this means that a sublist \( (N_{ij}) \) of neighbors, \( N_i \), for which the distance from such a neighbor (as known to \( i \)) is smaller than its own distance to \( j \); this means that \( D_{kj} < D_{ij} \).
  - Feasible next hop’s advertised distance (i.e., \( D_{kj} \) for \( k \in N_{ij} \)).
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- Distance through all feasible neighbors (“working distance”) determined as \( \tilde{D}_{ij} = d_{ik} + \tilde{D}_{kj} \) for \( k \in \mathcal{N}_{ij} \).
- Active or passive states (more discussion later).

- A routing table that contains the next hop, \( H_{ij} \), for which \( i \) has the lowest feasible distance for node \( j \). If there are multiple next hops that have the same lowest feasible distance, then they are all entered in the routing table. There are two benefits to having such entries in the routing table: (1) user traffic can be distributed among equal cost paths, and (2) if one link goes down, then there is a second one readily available to carry user traffic.

Given the information maintained by node \( i \), it can generate a distance vector message that has the following components:

| Destination Node, Message Type, Next Hop, Distance |

It is important to note that in loop-free distance vector protocol, distance vector updates are not periodic and also need not contain the distance for all destinations; furthermore, through message type, it can be indicated whether a message is an update message or otherwise.

Example 3.1 Illustration of a network node table and message type.

Consider the six-node network that we have discussed earlier; this time with link 4-6 deleted; the new topology is shown in Figure 3.5.

Here, we will consider node 5’s view; thus, \( i = 5 \). It has three neighboring nodes 3, 4, and 6. Thus, \( \mathcal{N}_5 = \{3, 4, 6\} \). We will illustrate the node table and routing table for destination node 6. The shortest distance for node 5 to reach node 6 is the direct link 5-6 with cost 1. Thus, the lowest feasible distance is \( \overline{D}_{56} = 1 \). Consider the distance cost of its other neighbors to node 6; we see that \( \overline{D}_{36} = 1 \) and \( \overline{D}_{46} = 2 \), and that none is lower than its distance (\( \overline{D}_{56} = 1 \)) to node 6, except node 6 itself. Thus, the only feasible next hop is node 6 itself; thus, \( \overline{N}_{56} = \{6\} \).
It also stores feasible next hop’s advertised distance, i.e., $\overline{D}_{66}^5 = 0$, and its current distance through them, i.e., $\hat{D}_{56} = d_{56} + \overline{D}_{66}^5 = 1$. Certainly, there is no difference here between this and the lowest feasible distance since there is only one feasible next hop for destination node 6.

The next hop in the routing table for destination node 6 has one entry: $H_{56} = 6$.

The node table and routing table for all destinations are summarized below:

<table>
<thead>
<tr>
<th>Destination $j$</th>
<th>Distance $\overline{D}_{5j}$</th>
<th>Feasible Next Hop $k \in \mathcal{N}_{5j}$</th>
<th>Advertised Distance, $\overline{D}_{kj}$</th>
<th>Working Distance $\hat{D}<em>{5j} = d</em>{5k} + \overline{D}_{kj}$</th>
<th>State: Active (1)/Passive (0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>3, 4</td>
<td>2, 1</td>
<td>3, 3</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>4, 3</td>
<td>0, 1</td>
<td>2, 2</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Routing table at Node $i = 5$:

<table>
<thead>
<tr>
<th>Destination, $j$</th>
<th>Next Hop, $H_{ij}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>3, 4</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4, 3</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

A distance vector update message generated at node 5 in regard to destination node 6 will be in the following form $[j = 6, \text{Update}, 6, 1]$. For brevity, we will write this as $[6, \text{U}, 6, 1]$, where U stands for update (similarly, Q stands for query, R for reply, and so on).

Now consider the operation of the loop-free distance vector protocol. Recall that in the case of the basic distance vector protocol, a node does route computation using distributed Bellman–Ford and then updates the routing table. In the case of the loop-free distance vector protocol, route computation is a bit different depending on the situation; furthermore, there are three additional aspects that need to be addressed: building of the neighbor table, node discovery and creating entry in the network node table, and coordination activity when link cost changes or link fails. Building of the neighbor table typically occurs when a node is first activated; this is where hello messages are sent to neighbor—once an ack message is received in response, the neighbor relationship is set up. It is important to note that hello is also periodically transmitted to determine/maintain availability and connectivity to a neighboring node. Typically, node discovery occurs immediately after the initial hello message when the neighboring node sends a distance vector update to the newly activated node. Since the newly activated node may be connected to multiple nodes, it will do such an exchange with each of the neighbors; furthermore, it will do its own route computation and send an update message to its neighbors. For message exchange once a node is activated, there is a series of exchanges involved (see Figure 3.6).
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A node performs various tasks depending on an event; primarily, a node provides updates under normal situations and coordinates activities when an event such as a link going down occurs. To do that, a node is required to maintain two states: passive (0) and active (1). When it is passive, it can receive or send normal distance vector updates. A node moves to an active state for a specific destination when, for example, a link failure occurs. When it is in an active state, node table entries are frozen. Note that when it is in an active state, a node generates the request message instead of the update message and keeps track of which requests are outstanding; it moves to the passive state when responses to all outstanding requests are received. It may be noted that a request may be forwarded if the receiving node does not have an answer (in this case, a feasible next hop). In Figure 3.7, we show two different instances of how request response messages are handled. Finally, in Figure 3.8, we present the loop-free distance vector protocol in a compact manner.

It is possible that one or more events occur before the completion of exchanges during an active state. For example, a link goes down; before the coordination phase is completely done, the link comes back up again. While it is possible to handle multiple events and computations through diffusing computation (for example, see [245]), it can be essentially restricted to just one event handling at a time by enforcing a holddown timer; we have discussed the notion of a holddown timer earlier in this chapter. That is, when a link cost changes or link failure event occurs, a holddown timer is started; another link status change event for the same link is not permitted to be communicated through the network until the first holddown timer expires. If the duration of the holddown timer is chosen properly, the coordination phase for a single event can be completed. In general, the holddown timer makes the state maintenance
mechanism much simpler compared to when multiple events are needed to be taken care of simultaneously.

In the following, we illustrate how a link failure is handled by the loop-free distance vector protocol.
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**Initialization:**
- Node $i$ initializes itself in a passive state with an infinite distance for all its known neighbors and zero distance to itself.
- Initiate hello protocol with neighbor $k$ and update value $d_{ik}$.
- Receive update message from all neighbors $k$, and update node and routing table.

**Node $i$ in passive mode:**
- Node $i$ detects change in a link cost/status to neighbor $k$ that changes $D_{ij}$ for some $j$.
  - If (this is due to link failure) then $d_{ik} = \infty$, $D_{ij} = \infty$.
  - Check for a feasible next hop already in the node table (i.e., a neighbor $k$ in the node table that satisfied $D_{kj} < D_{ij}$ prior to the link status change).
  - If (Node $i$ finds one or more feasible next hops, $k \in \mathcal{N}_i$) then
    1. // initiate local computation (much like D-BF)
    2. If (there is a feasible $k$ such that $d_{ik} + D_{kj} < d_{ih} + D_{H_{ij},h}$, that is, cost through this $k$ is better than the current next hop $H_{ij}$) then
       - Set $k$ as the new next hop, i.e., $H_{ij} = k$.
    3. If ($D_{H_{ij},i} < D_{ij}$) then $D_{ij} = D_{H_{ij},i}$.
    4. Send update, $D_{ij}$, to all its neighbors.
  - Endif.
- If (Node $i$ cannot find a feasible next hop) then
  1. Set $D_{ij} = \tilde{D}_{ij} = d_{ih} + D_{hj}$ where $h$ is the current next hop for node $j$.
  2. Set feasible distance to $D_{H_{ij}}$.
  3. // initiate diffusing computation
  4. Change state to node $j$ to active state, freeze any change for destination $j$, and set action flag to 1.
  5. Send query to all neighbors $k \in \mathcal{N}_i$.

**Node $i$ in receiving mode:**
- Node $i$ in passive mode:
  1. Receive update message:
     1. Update node table, determine new next hop, routing table, and update message.
     2. Receive Query:
        1. If (feasible next hop exists) respond with $\tilde{D}_{ij}$.
        2. If ($\tilde{D}_{ij}$ changes) send update to neighbors.
        3. If (no feasible next hop exists) change to active mode, $R = 1$ and send query to other neighbors.
  - Node $i$ in active mode:
    1. If (response received from neighbors $k$ to all queries) then
       1. Change to passive mode ($R = 0$).
       2. Reset $\tilde{D}_{ij}$.
       3. Update node table, determine new next hop, update routing table.
    4. Endif.

---

**FIGURE 3.8** Loop-free distance vector protocol based on diffusing computation with coordinated update (node $i$’s view).

---

**Example 3.2** Link failure handling in the loop-free distance vector protocol.

We continue with Example 3.1 to illustrate the link failure case. Consider that the network has converged as illustrated earlier in Example 3.1 and all nodes are in passive states. We will consider only part of the information from the node table just for destination node 6: specifically $(\tilde{D}, D, \text{passive/active status})$, i.e., distance, working distance, and state. This in-
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FIGURE 3.9  Coordination activities in the loop-free distance vector protocol.

formation is shown in Figure 3.9 at each node for destination node 6. For example, at node 5, for destination node 6, we have \((\tilde{D}, D, \text{passive/active status}) = (1, 1, 0)\).

Now suppose that link 5-6 goes down; it will be marked as the active state and node 5 will change the entry in the node table for node 6 from \((1, 1, 0)\) to \((\infty, \infty, 1)\). It will then generate the query message \(6, Q, -\infty\) to be sent to the other two outgoing links, 5-3 and 5-4. To keep track of outstanding requests, the following will be set for requested tracking parameters: \(R_{36}^5 = 1\) (i.e., node 5 querying node 3 in regard to node 6) and \(R_{46}^5 = 1\) (i.e., node 5 querying node 4 in regard to node 6). On receiving the query message from node 5 at node 3, it will check to see if it has a feasible next hop to node 6. In this case, it does. Thus, it will generate the following response message \(6, R, 6, 1\) to node 5. Similarly, node 4 will generate a response message to node 5 as follows: \(6, R, 3, 2\). Note that node 5 has to receive response messages to both its outstanding requests to move from the active state to the passive state. Once it does, it performs a computation for the node table and generates a new shortest path to destination node 6.

As you can see, the loop-free distance vector protocol resolves the looping problem faced due to a link-failure in the basic distance vector protocol. A general question (with any protocol): are there any limitations? Below, we discuss two possible problematic scenarios for the loop-free distance vector approach:

- In some situations, the loop-free distance vector protocol requires quite a bit of coordination between neighboring nodes, thus creating a chatty mode. A general problem with
such a chatty protocol is that it can consume a significant percentage of the bandwidth if the link between two neighboring nodes is a low-speed link, thus affecting performance for user traffic.

- Recall that a holddown timer is started in this protocol once a node moves to the active state; before the holddown timer expires, the node is supposed to hear responses back about a query. However, under an unrelated multi-event situation, it is possible that the time expires before the situation is resolved; this is known as the stuck in active (SIA) condition. For example, a node, say A, loses a link to a neighboring node B that happens to isolate the network into two networks. Node A would not realize the isolation of the overall network; it will query its other neighbors, say C and D, about determining a path to node B. In turn, nodes C and D will inquire of its neighbors about any path to node B and change to the active state. Now, assume that there is a congestion problem between node D and its neighboring node E that delays getting a response back. In the meantime, the timer at node A expires, thus resulting in the SIA condition at node A. In general, this is a difficult problem to resolve.

To summarize, it is possible to use a distance vector protocol framework and extend it for loop-free routing by using diffusing computation with coordinated update. Like any protocols, it has limitations under certain conditions.

### 3.4 Link State Routing Protocol

The idea of a link state routing protocol has its roots in Dijkstra’s shortest path first algorithm (see Section 2.3). An important aspect to understand about Dijkstra’s algorithm is that it requires a node to have topological information to compute the shortest paths. By topological information, we mean links in the network and the nodes to which they are connected, along with the cost of each link; that is, just a node table as in the loop-free distance vector protocol is not sufficient. A node in the network needs to store the cost of a link and record whether this link is up or down—generally referred to as the state of the link. This then gives rise to the name link state and the information about links a node needs to store as the link state database. Thus, a link state protocol is a way to communicate information among the nodes so that all nodes have the consistent link state database. While this basic idea is very simple, it is not so easy to make this work in a distributed environment.

There are several important issues to consider. First, how does each node find out the link state information of all links? Second, do all nodes have the exact same link state information? What may cause one node to have different link state information than others? Finally, how can we disseminate link state information? How can inconsistency be avoided or minimized? And last, but not least, how does link state information affect the shortest path computation?

**IN-BAND VERSUS OUT-OF-BAND**

First, recall our brief discussion about in-band and out-of-band in Section 3.1. To address issues discussed there, we need to first know whether a particular network uses in-band or out-of-band mechanisms to communicate link state information, and whether this is accomplished through information push or information pull or a hybrid mechanism.
If a communication network uses an out-of-band mechanism for communicating the link state information, then there are two possibilities: (1) any pair of nodes talk to each other through this mechanism irrespective of their location, (2) all nodes communicate to a central system through a dedicated channel, which then communicate back to all nodes. Both these options have been applied for dynamic routing in the telephone network where either a signaling network or dedicated circuits are used to accomplish the communication of link state information. In the second case, it also typically means that the central system is used for doing route computation and disseminating the computed result back to the nodes. For example, dynamically controlled routing (see Section 10.4) uses dedicated circuits and a central system for routing computation, while real-time network routing (see Section 10.6) uses a signaling network with distributed route computation. In DCR, link state information is pushed to the central system, yet the central system may pull information from the nodes if needed. In the case of RTNR, no information push is done; a node pulls link state information from another node when needed. In Chapter 10, we will cover these aspects in detail.

In-band communication about routing information can be divided into two categories: in-band on a hop-by-hop basis and in-band on a connection/session basis. Why do we make these distinctions? In a data network, a simple distinction on a packet type can be used for communicating routing information on a hop-by-hop basis. On the other hand, a data network also provides the functionality of a virtual reliable connection (such as a TCP-based connection); thus, routing information can be exchanged using such a virtual connection between any two nodes. The rest of the discussion in this section mostly centers around exchange of routing information using in-band communication on a hop-by-hop basis. At the end of this section, we will also discuss in-band communication on a session basis.

### 3.4.1 Link State Protocol: In-Band Hop-by-Hop Disseminations

First and foremost, in-band hop-by-hop basis is possible for link state information exchange since packets can be marked either as user data packets or routing packets to communicate link state information. How this is specifically done will be covered in detail for protocols such as OSPF in later chapters. For now, our discussion will be limited to the basic idea of link state protocol when in-band communication on a hop-by-hop basis is used for exchanging link state routing information.

We start with two important points:

- The link state information about a particular link in one part of a network to another part can traverse on a hop-by-hop communication basis to eventually spread it throughout the network; this is often referred to as flooding.
- On receiving link state information that is forwarded through the hop-by-hop basis, a node can do its own route computation in a distributed manner.

The second component is really related to performing route computation and can be decoupled from the protocol itself. The first part is an essential part of the link state routing protocol.
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FIGURE 3.10 Six-node, eight-link network example.

LINK STATE ADVERTISEMENT AND FLOODING

A link state message, often referred to as a *link state advertisement* (LSA), is generated by a node for each of its outgoing links, and each LSA needs to contain at least

\[
\text{Source node, Link ID, Link Cost}
\]

which is then forwarded throughout the network. Certainly, we need to ask the question: is the flooding reliable or unreliable? That is, is the information flooded received intact by each node in the network, or is it corrupted? From the discussion about a distance vector protocol, we know that routing information exchange using unreliable delivery mechanisms causes additional problems. Thus, since the early days of a distance vector protocol, we have learned one important thing: reliable delivery of routing information is important. We already saw its use in the loop-free distance vector protocol. You will find out that in fact almost all routing protocols since the early days of the basic distance vector protocol use reliable delivery of routing information. Henceforth, we will assume reliable flooding with the link state protocol.

We first examine the LSA format as given in protocol message (3.4.1). Consider the link that connects from node 1 to node 2 in Figure 3.10: this LSA will be generated by node 1; however, the reverse direction, LSA for the same link from node 2 to node 1, will be generated by node 2. In other words, links in a link state protocol are *directional* (while directionality is not an issue for a distance vector protocol). To avoid any confusion between a bidirectional and a unidirectional link, we will use 1-2 to denote the bidirectional link that connects node 1 and node 2 while 1→2 to denote the directional link from node 1 to node 2. In addition to the directional aspect, there is a critical issue we need to understand in regard to hop-by-hop traversal. Consider Figure 3.10, and the link cost \( d_{12} = 1 \) from node 1 to node 2, which needs to be disseminated. Thus, the link state information about the link that originates at node 1 and ends at node 2, that is for \( 1 \rightarrow 2 \), would be generated at node 1 as the message \( [i = 1, \text{Link}=1 \rightarrow 2, d_{12} = 1] \), which can be written as \( [1, 1 \rightarrow 2, 1] \) in short; this message is forwarded to both nodes 2 and 4. These nodes can, in turn, forward (“flood”) on their outgoing links; for example, from node 2 to both node 4 and node 3. We can immediately see that node 4 would receive the *same* information in two different ways!
If the cost value of both the LSAs for the same link is the same, then it is not difficult to resolve. However, if the value is different, then a receiving node needs to worry about which LSA for a particular link was generated more recently. Consider the following illustration in terms of times event:

- **time** \( t_0 \): LSA \( 1,1\rightarrow2,1 \) is generated at node 1 and is sent to node 2 and node 4.
- **time** \( t_1 \): LSA \( 1,1\rightarrow2,1 \) is forwarded by node 2 to node 4.
- **time** \( t_2 \): \( 1\rightarrow2 \) fails; node 1 generates the new LSA \( 1,1\rightarrow2,\infty \) to node 4.
- **time** \( t_3 \): LSA \( 1,1\rightarrow2,1 \) is received at node 4 from node 2.

From the above illustration, node 4 would receive LSA for the same link with two different cost values: \( \infty \) first and then 1 next; however, the failure occurred afterward! We can see that the LSA needs to carry at least another piece of information that helps to identify LSA at a receiving node based on when it was generated. Thus, some way to time-stamp an LSA would then avoid any ambiguity. Thus, instead of using (3.4.1), LSA should contain a time stamp resulting in the format:

\[
\text{Source Node, Link ID, Link Cost, Time stamp} \tag{3.4.2}
\]

The question is how to indicate a time stamp that works in a distributed networked environment. There are two possibilities: either all nodes are clock-synchronized through some geosynchronous timing system, or a clock-independent mechanism is used. While a geosynchronous timing system is a good idea, until recently this was not feasible; furthermore, a separate mechanism independent of the protocol would be required. Most link state routing protocols use a clock-independent mechanism called sequence number to indicate the notion of a time stamp that can be defined within the context of the protocol. That is, a node, when it generates an LSA for an outgoing link, stamps it with a sequence number and the LSA then has the following modified format:

\[
\text{Source Node, Link ID, Link Cost, Sequence Number} \tag{3.4.3}
\]

When the same node needs to generate a new LSA for the same outgoing link, it increments the sequence number counter, inserts this new value in the LSA message, and sends out the LSA packet. Going back to the previous example, if the sequence number for link \( 1\rightarrow2 \) is 1 before failure, then the first LSA announcement would be \( 1,1\rightarrow2,1,1 \). After failure at time \( t_2 \), the sequence number counter would be incremented to 2, and the new LSA would be \( 1,1\rightarrow2,\infty,2 \). Thus, when at time \( t_3 \), node 4 receives LSAs for the same link from two different directions, it can check the sequence number and discard the one with the older sequence number, in this case, the one received from node 2 with sequence number 1.

It is important that each node maintains a different sequence number counter for each outgoing link, and that other nodes maintain their own sequence number counters for their outgoing links; in other words, there is no dependency among nodes, which is an advantage of using the concept of a source-initiated, link-based sequence number. There is, however, a key issue to consider: the size of the sequence number space. In any data network environment, usually a fixed length field is used for the sequence number space. Suppose that the sequence number space is only 3 bits long; this would mean that it can take values 1 to 8,
and after it reaches 7, it would need to wrap around and start at 1 again. Here is the first problem we encounter due to wrapping of the sequence number. When a node receives two LSAs for the same link ID from two different neighbors, one with sequence number 7 and the other with sequence number 2, the receiving node has no way of knowing if the sequence number 2 is after the number is wrapped or before; in other words, the receiving node has no way of knowing which is more recent. This tells us that the size of the sequence number space should not be small. Typically, the sequence number space is a 32-bit field; in most cases, this would solve the problem. However, there is still some ambiguity, for example, when a node goes down and then comes back up with the sequence number set to one, or when a network is isolated into two separate networks. Essentially, what this means is that some additional safeguard is required to ensure that a receiving node is not confused. A possible way to provide this safeguard is to use an additional field in LSA that tells the age of the LSA. Taking this information into account, the LSA takes the form:

\[
\text{Source Node, Link ID, Link Cost, Sequence Number, Age}
\]

Now we describe how to handle the age field at different nodes. The originating node sets the starting age field at a maximum value; the receiving node decrements this counter periodically while storing the link state information in its memory. When the age field reaches zero for a particular link, the link state information for this link is considered to be too old or stale. The following is a classical example of what can happen if sequence number and age are not addressed properly.

**Example 3.3** ARPANET operational problem due to sequence number and age.

From an operational environment, we can learn a lot about what does or does not work in practice. A case in point is the sequence and age field, as used and as observed through its early use in ARPANET. This example is very nicely described in [559], and is reproduced here.

ARPANET at that time used a 3-bit-long age field with 8 sec as the time unit. This means that the starting maximum age was 56 sec \((= 7 \times 8)\), which was decremented every 8 sec. To avoid the age becoming stale by the time an LSA reaches a downstream node, each node needed to generate a new LSA for an outgoing link within 60 sec. When a node starts up (either initial activation, or if rebooted), it needed to wait for 90 sec before generating the first LSA. The idea was that this would allow any old LSA in the memory of the node to decrement the age counter to 0; at the same time, it can receive new LSAs from neighboring nodes.

ARPANET was found to be nonfunctional one night (these things always happen at night!) with the queue at a router filled with multiple LSAs from a specific router, say Z, where each of these LSAs had different sequence numbers \(a_1, a_2, a_3\) with \(a_1 < a_2 < a_3\) and then wrap around to \(a_1\). Now, consider a router that has a stored LSA from Z with sequence number \(a_1\), and it receives an LSA with sequence number \(a_2\); it would overwrite the one in memory since \(a_2 > a_1\) and, in addition, it will flood this “new” LSA to its neighbors who in turn will update accordingly. This pattern of updating the sequence number was repeated.
It was found that LSAs did not age out. The problem was in the inherent assumption that the age counter will be decremented at a node every 8 sec. If a received LSA leaves a particular node within this 8 sec, its age field would not get decremented. However, it was originally envisioned that if a node receives an LSA and immediately sends it out, the age counter would get decremented. This simple logic problem caused the network to become nonfunctioning.

In recent protocols, the sequence number space is large enough to avoid any such problems; for example, a 32-bit signed sequence number space is used. Furthermore, in many protocol implementations, the sequence number space is considered as a lollypop sequence number space; in this scheme, from the entire range of possible numbers, two are not used. For example, consider a 32-bit signed sequence number space. The sequence number is varied from the negative number \(-2^{31} + 1\) to the positive number \(2^{31} - 2\) while the ends \(-2^{31}\) and \(2^{31} - 1\) are not used. The sequence number begins in the negative space and continues to increment; once it reaches the positive space, it continues to the maximum value, but cycles back to 0 instead of going back to negative; that is, it is linear in the negative space and circular in the positive space giving the shape of a lollypop and thus the name. The lollypop sequence number is helpful when a router, say R1, restarts after a failure. R1 announces the sequence number \(-2^{31} + 1\) to its neighbor R2. The neighbor R2 immediately knows that R1 must have restarted and sends a message to R1 announcing where R1 left off as the last sequence number before the failure. On hearing this sequence number, R1 now increments the counter and starts from the next sequence number in the next LSA. Note that not all protocols use lollypop sequence numbering—the complete linear sequence number space that starts at negative and continues to positive in a linear fashion is also used; if the maximum value is reached, other mechanisms such as flushing of LSA are used when the maximum positive value is reached.

**LSA AND LSU**

Along with LSA, there is another terminology commonly used: link state update (LSU). It is important to understand and distinguish LSA from LSU. An LSA is an announcement generated by a node for its outgoing links; a node receiving LSAs from multiple nodes may combine them in an LSU message to forward to other nodes.

**Example 3.4 LSA and LSU.**

Consider Figure 3.10. Here, node 1 generates the link state for 1→4 as \([1, 1→4, 1, 1, 60]\) using the originating age counter as 60 and sends to node 4. Similarly, node 2 generates the link state for 2→4: \([2, 2→4, 1, 1, 60]\) and sends to node 4. Node 4 can combine these two LSAs along with the link state for link 4→5, and assuming it takes one time unit to process, it decrements the age counter by one for the received LSAs and sends out the link state update to node 5 as \([1, 1→4, 1, 1, 59]\), \([2, 2→4, 1, 1, 59]\), \([4, 4→5, 2, 1, 60]\).
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Special Cases

How does a link state protocol handle special cases? There are two scenarios we consider here: a node going down and coming back up again, and a link going down and coming back up again. The node failure has an immediate impact on the sequence number and the age field since nodes are, after all, specialized computing devices. When a node is restarted, the sequence number space may be reinitialized to 1 again; this again leaves a receiving node wondering whether it has received a new or old LSA generated from the node that just recovered from a failure. While in some cases such an exception can be handled through additional attributes in an LSA, it is usually done through additional mini-protocol mechanisms along with the proper logic control within the framework of the link state routing protocol. For example, there are several aspects to address: (1) the clock rate for aging needs to be about the same at all nodes, (2) receiving, storing, and forwarding rules for an LSA need to take into account the age information, (3) the maximum-age field should be large enough (for example, an hour), and (4) if the sequence number is the same for a specific link that is received from two incoming links at a receiving node, then the age field should be checked to determine any anomaly. Thus, typically a link state routing protocol consists of three subprotocol mechanisms:

- Hello protocol
- Resynchronization protocol
- Link state advertisement (normal).

The hello protocol is used for initialization when a node is first activated; this is somewhat similar to the hello protocol used in the loop-free distance vector protocol. In this case, the hello protocol is useful in letting neighbors know its presence as well as the links or neighbors to which it is connected and to learn about the rest of the network from its neighbor so that it can perform route computation and build a routing table. The hello protocol is also periodically invoked to see if the link is operational to a neighbor. Thus, the hello protocol has both information push and information pull. The resynchronization protocol is used after recovery from a link or a node failure. Since the link state may have been updated several cycles during the failure, resynchronization is merely a robust mechanism to bring the network to the most up-to-date state at the nodes involved so that LSA can be triggered. The resynchronization step includes a link state database exchange between neighboring nodes, and thus involves both information pull and push. The normal LSA by an originating node is information push. The entire logic control for a link state protocol is shown in Figure 3.11.

We will illustrate the need for the resynchronization step in the following example. Note that this step is also called “bringing up adjacencies.”

Example 3.5 Need for resynchronization.

We will use the same network as the one shown in Figure 3.10. We will start by assuming that the network has converged with all links having sequence number 1. We will also consider that the failure of link 4-5 occurred resulting in a new sequence number for each
**Initialization:**
- Use hello protocol to establish neighbor relation and learn about links from neighbors

**Link State Advertisement (normal):**
- Generate LSA periodically (before the expiration of the age counter), incrementing the sequence number from the last time, and set the age field to the maximum value for this LSA; start the timer on the age field

**Receive (new):**
- Receive LSA about a new link $l \rightarrow m$ from neighboring node $k$
- Update the link state database and send LSA for this link to all neighbors (except $k$)
- Start the timer for decrementing the age counter

**Receive (normal):**
- Receive LSA about known link $l \rightarrow m$ from neighboring node $k$
- Compare the sequence number to check if I have the most recent LSA for this link
- If yes, send LSA for this link back to neighboring node $k$
- If not, decrement the age counter, store the recent LSA for link $l \rightarrow m$ in the link state database, and forward it on all other outgoing links to the rest of the neighbors (except for $k$)
- If it is the same sequence number and the age difference is small, do nothing; if the age difference is large, store the most recent record
- Start the timer for decrementing the age counter

**Compute:**
- Perform route computation using the local copy of the link state database
- Update the routing table

**Special Cases:**
- Link failure: set the link cost to $\infty$ and send LSA immediately to neighbors
- Link recovery: perform link state database resynchronization
- Node recovery: perform link state database resynchronization; alternately, flush records and perform hello protocol
- (Action mode when the age counter reaches 0 for a link ID):
  1. Do not consider this link in route computation
  2. Inform neighbors through advertisement stating that the age field is zero
  3. Delete this link entry from the database
- (Receive mode with age 0): accept this LSA. This would set the age to zero, and thus, perform ‘action mode when age counter reaches 0.’ If the record is already deleted, ignore this advertisement.

**Figure 3.11** Link state protocol from the point of view of node $i$ (with in-band hop-by-hop communication for flooding).

direction with link cost set to $\infty$; this information has also converged. Our interest is in the second failure, i.e., the failure of the second link, 2-3. We show the two network states, before and after failure of link 2-3, in Figure 3.12.

Note that when 4-5 fails, both its end nodes (node 4 and node 5) will increment the sequence number count to 2 and generate the directional LSAs with cost set to $\infty$ to advertise to their neighbors. This information will be flooded throughout the network, and all nodes will eventually converge to having the link state database as shown in Table 3.3(a). When the second link 2-3 fails, we can see that the network will be isolated into two separate smaller networks. Node 2, on recognizing this failure, will increment the sequence number counter to 2 and generate an LSA for the directional link $2 \rightarrow 3$ with cost set to $\infty$; this will be disseminated which can reach only nodes 1 and 4. Similarly, node 3, on recognizing the same failure, will increment the sequence number counter to 2 and generate LSA for the directional link $3 \rightarrow 2$ with cost set to $\infty$; this will be disseminated, which can reach only nodes 5 and 6. Thus, in the network on the left side consisting of the nodes 1, 2, and 4, the link state database
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**Figure 3.12** Six-node network: before and after failure of link 2-3 (assuming link 4-5 has already failed).

**Table 3.3** Link state database as viewed before and after failure of link 2-3.

<table>
<thead>
<tr>
<th>Link-ID</th>
<th>Cost</th>
<th>Seq #</th>
<th>Link-ID</th>
<th>Cost</th>
<th>Seq #</th>
<th>Link-ID</th>
<th>Cost</th>
<th>Seq #</th>
</tr>
</thead>
<tbody>
<tr>
<td>1→2</td>
<td>1</td>
<td>1</td>
<td>1→2</td>
<td>1</td>
<td>1</td>
<td>1→2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2→1</td>
<td>1</td>
<td>1</td>
<td>2→1</td>
<td>1</td>
<td>1</td>
<td>2→1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1→4</td>
<td>1</td>
<td>1</td>
<td>1→4</td>
<td>1</td>
<td>1</td>
<td>1→4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4→1</td>
<td>1</td>
<td>1</td>
<td>4→1</td>
<td>1</td>
<td>1</td>
<td>4→1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2→4</td>
<td>1</td>
<td>1</td>
<td>2→4</td>
<td>1</td>
<td>1</td>
<td>2→4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4→2</td>
<td>1</td>
<td>1</td>
<td>4→2</td>
<td>1</td>
<td>1</td>
<td>4→2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2→3</td>
<td>2</td>
<td>1</td>
<td>2→3</td>
<td>∞</td>
<td>2</td>
<td>2→3</td>
<td>∞</td>
<td>2</td>
</tr>
<tr>
<td>3→2</td>
<td>2</td>
<td>1</td>
<td>3→2</td>
<td>2</td>
<td>1</td>
<td>3→2</td>
<td>∞</td>
<td>2</td>
</tr>
<tr>
<td>4→5</td>
<td>∞</td>
<td>2</td>
<td>4→5</td>
<td>∞</td>
<td>2</td>
<td>4→5</td>
<td>∞</td>
<td>2</td>
</tr>
<tr>
<td>5→4</td>
<td>∞</td>
<td>2</td>
<td>5→4</td>
<td>∞</td>
<td>2</td>
<td>5→4</td>
<td>∞</td>
<td>2</td>
</tr>
<tr>
<td>3→6</td>
<td>1</td>
<td>1</td>
<td>3→6</td>
<td>1</td>
<td>1</td>
<td>3→6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6→3</td>
<td>1</td>
<td>1</td>
<td>6→3</td>
<td>1</td>
<td>1</td>
<td>6→3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3→5</td>
<td>1</td>
<td>1</td>
<td>3→5</td>
<td>1</td>
<td>1</td>
<td>3→5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5→3</td>
<td>1</td>
<td>1</td>
<td>5→3</td>
<td>1</td>
<td>1</td>
<td>5→3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5→6</td>
<td>1</td>
<td>1</td>
<td>5→6</td>
<td>1</td>
<td>1</td>
<td>5→6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6→5</td>
<td>1</td>
<td>1</td>
<td>6→5</td>
<td>1</td>
<td>1</td>
<td>6→5</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

will become as shown in Table 3.3(b), while for the network on the right side consisting of nodes 3, 5, and 6, the link state database will become as shown in Table 3.3(c). Notice the subtle difference in regard to the entry for directional links 2→3 and 3→2 since either side would not find out about the directional entry after the failure.

So far we have not discussed the issue of age of the LSA. In fact, for now, we will ignore it and will come back to it soon. Due to possible changes in cost values of links, each part of the network will evolve over time, which means an increase in the sequence number counter value for other links in the network, cost change, and so on. Now consider that the link 4-5
has recovered. On recognizing that the link has recovered, node 4 will generate LSA for 4→5 and node 5 will generate for 5→4 and flood to the rest of the network. However, with normal flooding, node 4 or node 5 would not do anything in regard to link 2-3, although both have different views! This is partly why resynchronization is important. When a failed link or a node is recovered, the best thing to do is to exchange the entire list of link numbers along with the current sequence number between the neighbor nodes through a database description message. This allows the node on each side to determine where they differ, and then request the cost information for the ones where they differ in terms of sequence number. It may seem odd to request the database description first followed by the link cost update. There are two reasons why this approach is beneficial: (1) usually a link state message contains much more than just the link cost (especially if multiple metrics are allowed); thus, the message size stays smaller if only the database description is exchanged; and (2) a different message type for database description exchange avoids needing to invoke a full link state update between these two neighbors. Certainly, once the end nodes (nodes 4 and 5 in this case) have done resynchronization, each will generate a standard/normal link state update message to let the rest of the nodes know about the changed entries.

Now we will bring age into the picture. If two parts have been isolated for a long time, the age field of LSAs received from the other side will decrement all the way to zero. This will then trigger exception advertisement on both sides for the appropriate set of links. Through this process, links will be deleted from the local copy at the nodes. For example, nodes 1, 2, and 4 from the left side will not have any information about links on the right side. In this case, when link 4-5 recovers, nodes 4 and node 5 would do database description exchange and find out about the existence of new links will be synchronized and then flooded to the rest of the network through a normal link state update.

### 3.4.2 Link State Protocol: In-Band Based on End-to-End Session

From the above discussion, it is clear that many of the problems, such as sequence number and age, and safeguards needed to address them are primarily due to the flooding mechanism, which is based on in-band communication on a hop-by-hop basis. The flooding mechanism is used so that each node can build the link state database to perform route computation. Traditionally, the flooding mechanism is considered an inherent part of the link state protocol; as a result, it has become tightly coupled with a link state protocol.

We can, however, ask an opposing question: if the link state database is primarily what a node needs, is in-band hop-by-hop flooding the only mechanism that can accomplish it? The answer is clearly no. In fact, in a data network, since virtual connection functionality is available, the link state information can be exchanged by setting up virtual connections between any two nodes that are kept alive as long as both nodes are operational. This would mean that in an $N$ node network, each node would need to set up $N-1$ virtual connection sessions with the rest of the nodes. Through such a connection, a node can query another node about the link state status of all its outgoing links so that it can update its link state database, and vice versa. If a link fails, the node to which this link is connected can inform the other nodes through the virtual connection about the change of status.
With the classical link state protocol (based on flooding and LSA), there is no way for a node to know if the node to which it is directly connected has failed; at most, it knows that the link that connects these two nodes is not operational. It might be able to infer later through much flooding and learning from other neighboring nodes that perhaps the node has actually failed. However, for a link state protocol with an end-to-end session for link state exchange, a node can immediately determine if another node has failed since the virtual connection will die down.

There are, however, scalability issues with the notion of a virtual connection between any two nodes. For example, if $N$ is large, there are too many sessions a node is required to keep activated simultaneously; this may not be desirable since a node is a specialized device whose primary job is to route/forward user traffic by looking up the routing table. A possible alternative is to have a pair of primary and secondary specialized link state servers in a network; this way, each node would need to have just two connections to this pair of servers to retrieve all the link state information. This would mean that such servers would have many connections to all the nodes—this is not too many when you consider a typical high-end web server that handles a large number of TCP connections to clients at a time.

You may discover that the idea of virtual connection is not much different from the idea of out-of-band communication used in circuit-switched routing, whether it is through a dedicated channel or a signaling network. Furthermore, there are examples in the Internet as well where the routing information exchange is done through virtual connections (through a TCP session); Border Gateway Protocol (BGP) discussed later in Chapter 8 is such an example. Certainly, BGP does not use a link state information exchange; however, reliable routing information communication is similar in need. In addition, in recent years, providers of large intradomain networks have started using servers similar to the notion link state servers to upload link state metrics to routers (see Chapter 7); thus, the entire concept of servers that provide link state information is quite realistic, and are being currently considered for networks known as overlay networks.

### 3.4.3 Route Computation

When a node has constructed the link state database, even if information for some links is not recent or not all links in the network are known to the node yet, it is ready to compute routes to known destinations. If the goal is to compute the shortest path, Dijkstra’s algorithm can be used as described earlier in Section 2.3.2; thus, we will not repeat illustrations described there. In this section, we briefly discuss route computation as related to the protocol.

It is important to note that each node independently invokes Dijkstra’s shortest path computation based on the most recent link state database available to the node; no centralized processor is involved in this computation. Due to the availability of the link state database, a node actually knows the entire route to any destination after the route computation, unlike a distance vector protocol. Thus, a node can use source route with route pinning, if this function is used in the network. Alternately, it can still create a routing table entry by identifying the next hop from the computed route. Because of the way Dijkstra’s shortest path computation works, looping can be completely avoided when all nodes have the same copy of the link state database, even though the routing table entry at each node stores just the next hop.
for each of the destination nodes. To ensure that all nodes have the same link state database entries, flooding plays an important role along with link state database resynchronization to quickly reach a consistent link state database throughout the network.

Finally, there are networking environments where the basic essence of the link state protocol is used, yet the routing computation is not based on Dijkstra’s algorithm; we will discuss this later in regard to dynamic call routing in telephone networks (refer to Chapter 10) and quality-of-service routing (refer to Chapter 17).

3.5 Path Vector Routing Protocol

A path vector routing protocol is a more recent concept compared to both a distance vector protocol and the link state routing protocol. In fact, the entire idea about the path vector protocol is often tightly coupled to BGP. In this section, we will present the general idea behind the path vector protocol mechanism; thus, it is important to distinguish and decouple the generic path vector protocol presented here from BGP4, a specific instance of a path vector protocol; we will discuss BGP in detail later in Chapter 8.

First and foremost, a path vector protocol has its roots in a distance vector protocol. We already know that there are several problems with the basic distance vector protocol; for example, looping, count to infinity, unreliable information exchange, and so on. We have already discussed that both the loop-free distance vector protocol and the link state protocol use reliable delivery for exchange of routing information; this itself takes care of certain undesirable behavior. In fact, you will find that all modern routing protocols now use a reliable delivery mechanism for routing information exchange along with a hello protocol for initialization. Thus, we will start with the built-in assumption that a path vector protocol uses reliable delivery mechanism for information exchange related to routing and a hello protocol is used for initialization.

In a path vector protocol, a node does not just receive the distance vector for a particular destination from it neighbor; instead, a node receives the distance as well as the entire path to the destination from its neighbor. The path information is then helpful in detecting loops. For example, consider the basic distance vector protocol: at time \( t \), node \( i \) receives the distance cost \( D_{kj}(t) \) from its neighbor \( k \) for all known destinations \( j \), as known to node \( i \). In the case of a path vector protocol, node \( i \) receives both the distance and the entire path list from its neighbor \( k \) for each of the known destination nodes, that is, both \( D_{kj}(t) \) and the list of nodes, denoted by \( P_{kj}(t) \), from \( k \) to \( j \) as known to node \( i \). A node is thus required to maintain two tables: the path table for storing the current path to a destination, and the routing table to identify the next hop for a destination for user traffic forwarding.

3.5.1 Basic Principle

We first explain the basic principle behind a path vector protocol through a simple illustration.

A SIMPLE ILLUSTRATION

We start with a simple illustration using the topology and cost given in Figure 3.13 and will ignore the time dependency on \( t \). Consider node 2 (that is, \( i = 2 \)) that is receiving a path vector
from node 3 (that is, \( k = 3 \)), which is providing distance and path to the nodes of which it is aware. Thus, node 3 will need to send the following information for destination nodes 3, 4, 5, and 6 where a path is identified using the representation \((3, 4)\), which means that the path contains the nodes 3 and 4 in that order:

\[
D_{33} = 0, \quad P^2_{33} \equiv (3) \\
D_{34} = 1, \quad P^2_{34} \equiv (3, 4) \\
D_{35} = 1, \quad P^2_{35} \equiv (3, 5) \\
D_{36} = 1, \quad P^2_{36} \equiv (3, 6).
\]

In a protocol message, the above information will need to be sent using the following format:

<table>
<thead>
<tr>
<th>Destination Node, Cost, Number of Nodes in the Path; Node List of the Path</th>
<th>…</th>
</tr>
</thead>
</table>

In particular, the information for the first entry (destination 3) will need to be embedded in the protocol message format as

\[
j = 3, D_{33} = 0, \text{ Number of Nodes } = 1; P^2_{33} \equiv (3)
\]

Without writing the identifiers explicitly, this and the rest can be written in the following path vector message that node 3 will send to node 2:

\[
3, 0, 1; 3 | 4, 1, 2; 3, 4 | 5, 1, 2; 3, 5 | 6, 1, 2; 3, 6
\]

Assume that node 2 has received the above path vector for the first time from node 3. Furthermore, we assume that node 2, through the hello protocol, has learned about neighbors node 1 and node 4 and has already initialized paths to these neighbors. Thus, the initial path table at node 2 is

<table>
<thead>
<tr>
<th>Destination</th>
<th>Cost</th>
<th>Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>((2, 1))</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>((2, 4))</td>
</tr>
</tbody>
</table>
On receiving the path vector from node 3, node 2 will compare and find out that it already has a path to node 4 that is cheaper than the new path, and thus, does not need to be changed, and that it has learned about new nodes. Thus, the path table at node 2 will be updated to

<table>
<thead>
<tr>
<th>Destination</th>
<th>Cost</th>
<th>Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>(2, 1)</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>(2, 3)</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>(2, 4)</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>(2, 3, 5)</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>(2, 3, 6)</td>
</tr>
</tbody>
</table>

We can see from the above table that it is possible to have parts of paths being common for different destinations. Based on the above information, node 2 sends the following path vector message to nodes 4, 3, and 1:

1, 1; 2, 2; 1, 1; 2, 0, 1; 2, 3, 2, 2, 3, 2, 4, 4, 1, 2, 2, 4, 5, 3, 3, 2, 3, 5, 6, 3, 3, 2, 3, 6

(3.5.1)

It is important to realize from the above message that the path vector message can include information for all known destinations since the entire path is included for each destination; inclusion of the path vector allows a receiving node to catch any looping immediately; thus, rules such as split horizon used in a distance vector protocol to resolve similar issues are not always necessary.

On receiving the path vector message from node 2, the receiving nodes (nodes 1, 2, and 4, in this case) can check for any looping problem based on the path list and discard any path that can cause looping, and update their path table that has the least cost. It is important to note that the path vector protocol inherently uses Bellman–Ford for computing the shortest path.

Next, we consider how a link failure is handled by the nodes. To show this, we first assume that the network has converged, and all nodes have built their path table for all destination nodes. For our illustration, we show the path table entry at each source node, just for the single destination node 6 (see Figure 3.14):

<table>
<thead>
<tr>
<th>From Node</th>
<th>To Destination</th>
<th>Cost</th>
<th>Path Table Entry</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>3</td>
<td>(1, 4, 3, 6)</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>3</td>
<td>(2, 3, 6)</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>1</td>
<td>(3, 6)</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>2</td>
<td>(4, 3, 6)</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>1</td>
<td>(5, 6)</td>
</tr>
</tbody>
</table>
3.5 Path Vector Routing Protocol

FIGURE 3.14 Path vector to destination node 6.

LINK FAILURE CASE

We will now consider the failure of the link between nodes 3 and 6. We know from the information presented above that this failure will affect routing for nodes 1, 2, and 4. However, node 3 has no way of knowing who will be affected. Thus, node 3 will send an “unreachable” message to its neighbors 2, 4, and 5 stating that path (3, 6) is not available. On receiving this message, node 2 will realize that its path to node 6 was through node 3, and will mark it unavailable, and send an “unreachable” message upstream to nodes 4 and 1, in case they are also using node 2 as the next hop for destination node 6. At about the same time, on receiving the “unreachable” message from node 3, node 4 will take the same action for destination node 6. However, node 5, on receiving the “unreachable” message from node 3, will realize that it can reach node 6, and thus will inform node 3 of its path vector to node 6. In turn, node 3, on learning about the new path vector, will send a follow-up path vector message to node 2 and node 4: \(6, 2, 3, 5, 6\). On receiving this message, node 2 will update its path table to node 6 as follows:

<table>
<thead>
<tr>
<th>Destination</th>
<th>Cost</th>
<th>Path Table Entry</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>4</td>
<td>((2, 3, 5, 6))</td>
</tr>
</tbody>
</table>

and node 4 will update its path table to node 6 as follows:

<table>
<thead>
<tr>
<th>Destination</th>
<th>Cost</th>
<th>Path Table Entry</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>3</td>
<td>((4, 3, 5, 6))</td>
</tr>
</tbody>
</table>

If after the above updates, a path vector message is received at node 4 from node 5, the path table will remain the same since the path cost does not decrease.
We can see that a path vector protocol requires more than the exchange of just path vector messages; specifically, a path vector protocol needs to provide the ability to coordinate with neighbors which is helpful in discovering a new route, especially after a failure.

### 3.5.2 Path Vector with Path Caching

There are additional aspects that may impact the actual working of a path vector protocol. To see this, observe that an advantage of the path vector announcement is that a node may learn about multiple nonlooping paths to a destination from its different neighbors. It may choose to cache multiple path entries in its path table for each destination that it has learned from all or some of its neighboring nodes, instead of caching just the best one; this is an advantageous feature of a path vector protocol. Note, however, that while the path table may have multiple entries for each destination, the routing table points only to the next hop for the best or single preferred path for each destination unless there is a tie; in case of a tie, the routing table will enter the next hop for both paths.

Thus, we will now illustrate a generalization of the basic concept of a path vector protocol where a node is allowed to cache multiple paths for every destination in the path table. For simplicity, we assume that each node stores two best paths per destination that it has learned from different neighbors. Thus, for destination node 6, each source node will have the following path entries:

<table>
<thead>
<tr>
<th>From Node</th>
<th>To Destination</th>
<th>Cost</th>
<th>Path Table Entry</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>3</td>
<td>(1, 4, 3, 6)</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>4</td>
<td>(1, 2, 3, 6)</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>3</td>
<td>(2, 3, 6)</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>3</td>
<td>(2, 4, 3, 6)</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>1</td>
<td>(3, 6)</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>2</td>
<td>(3, 5, 6)</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>2</td>
<td>(4, 3, 6)</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>3</td>
<td>(4, 5, 6)</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>1</td>
<td>(5, 6)</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>2</td>
<td>(5, 3, 6)</td>
</tr>
</tbody>
</table>

Consider again the failure of the link between node 3 and node 6. When node 3 recognizes this link failure, it will realize that it has a second path to node 6, i.e., (3, 5, 6). Thus, it will delete path (5, 6), make route (3, 5, 6) the preferred route in the path table, make appropriate adjustments in the routing table, and advertise path (3, 5, 6) with its cost to its neighbors 2, 4, and 5 as [6, 2, 3; 3, 5, 6].

We will first consider the situation at node 5. On receiving the above message, node 5 will immediately detect that this will create a loop, and thus it will ignore this message. Node 2,
on receiving the new path vector from node 3, will notice that it will need to update the first path. This will make the second path cheaper, although the second path has an unreachable path.

Node 4, on receiving the new path vector from node 3, will change its path via node 3 to (4, 3, 5, 6) and the cost to 3. Now, both paths for destination node 6 will be of cost 3. It will then transmit a path vector message to nodes 2 and 1 about the new path vector to destination 6.

Node 1 will receive an updated path vector from node 2 in regard to destination node 6, and update both its paths via node 2. Node 2 will receive another one from node 4 and will update that path as well.

Eventually, different nodes will have new path entries to destination node 6 as follows (invalid paths are marked with a strikethrough):

<table>
<thead>
<tr>
<th>From Node</th>
<th>To Destination</th>
<th>Cost</th>
<th>Path Table Entry</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>4</td>
<td>(1, 4, 3, 5, 6)</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>5</td>
<td>(1, 2, 3, 5, 6)</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>4</td>
<td>(2, 3, 5, 6)</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>4</td>
<td>(2, 4, 3, 5, 6)</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>1</td>
<td>(3, 6)</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>2</td>
<td>(3, 5, 6)</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>3</td>
<td>(4, 3, 5, 6)</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>3</td>
<td>(4, 5, 6)</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>1</td>
<td>(5, 6)</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>2</td>
<td>(5, 3, 6)</td>
</tr>
</tbody>
</table>

It may be noted that path caching can be helpful as it provides a node with additional paths through its neighbors if the first one does not work because of a link failure. The basic idea behind a path vector protocol with path caching is outlined in Figure 3.15. It usually converges to a new solution quickly. Thus, it can give the impression that path caching is a good idea. However, path caching is not always helpful; in fact, it can result in poor convergence in case of a node failure, especially when the node is connected to multiple nodes. We will describe this next.

**Node Failure Case**

To illustrate the node failure case, we consider a four-node fully connected network example [594] shown in Figure 3.16; we assume that the distance cost between any two nodes is 1. Preferred direct path and alternate cached paths are shown in the following table (top of the next page) from nodes 1, 2, and 3 to destination node 0.
### Initialization:
- Node $i$ is activated and exchanges “hello” message with neighbors; table exchange updates are performed to find paths for all known destination nodes $j$.

### Node $i$ in the receiving mode:
- Announcement/Advertisement Message:
  - Receive a path vector $P^j_{ik}$ from neighbor $k$ regarding destination node $j$.
  - If (destination node $j$ is not previously in routing and path table)
    - create a new entry and continue
  - If (for destination node $j$ there is already an entry for the previously announced path from node $k$ in the path table)
    - Replace the old path by the new path $P^j_{ik}$ in the path table.
  - Update candidate path cost: $\tilde{D}_{ij} = d_{ik} + D^j_{kj}$
    - If ($\tilde{D}_{ij} < \overline{D}_{ij}$) then
      - Mark best path as $i \rightarrow P^j_{ik}$
      - Update the routing table entry for destination $j$.
    - else
      - For destination $j$, identify neighbor $k$ that results in minimum cost over all neighbors, i.e., $\overline{D}_{ij} = d_{ik} + D^j_{kj} = \min_{k \in N_i} (d_{ik} + D^j_{kj})$
      - Mark the best path through this new neighbor as $i \rightarrow P^j_{ik}$.
      - Update the routing table entry for destination $j$.
  - Node $i$ in sending mode: send the new best path to all its neighbors.
- Withdrawal Message:
  - If (a withdrawal message is received from a neighbor for a particular destination $j$) then
    - Mark the corresponding entry as “unreachable”.
    - If (there is a next best path in the path table for this destination)
      - Advertise this to the rest of the neighbors.
  - Special Cases: (node $i$ lost communication with neighbor $k$ [“link failure”]):
    - For those destinations $j$ for which the best path was through $k$, mark the path as “unreachable” in the path table (and also routing table).
    - If (another path is available in cache for the same destination through another neighbor $k'$)
      - Advertise/announce this to all the remaining neighbors.
    - If (there is no other path available in cache for destination $j$)
      - Send a message to all neighbors that path to node $j$ is “withdrawn”.

---

**Figure 3.15** Path vector protocol with path caching (node $i$’s view).

<table>
<thead>
<tr>
<th>From Node</th>
<th>To Destination</th>
<th>Cost</th>
<th>Path Table Entry</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>$(1, 0)$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>$(1, 2, 0)$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>$(1, 3, 0)$</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>$(2, 0)$</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>2</td>
<td>$(2, 1, 0)$</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>2</td>
<td>$(2, 3, 0)$</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>$(3, 0)$</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>2</td>
<td>$(3, 1, 0)$</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>2</td>
<td>$(3, 2, 0)$</td>
</tr>
</tbody>
</table>
Consider now the failure of node 0. Immediately, all the other nodes lose their direct path to node 0. All of them switch to their second path in the path table entry. For example, node 1 will switch from (1, 0) to (1, 2, 0); furthermore, node 1 will send the following path vector announcement to node 3 and node 2: [0, 2, 3; 1, 2, 0]. This announcement will be understood by the receiving nodes as an implicit withdrawal, meaning its previous one does not work and it is replaced by a new one. This would lead to a cascading of path changes; for example, at node 2, first path (2, 0) will be dropped and will be replaced by (2, 1, 0). On hearing from node 1 that (1, 0) is not reachable, it will then switch to (2, 3, 0). It will go through another step to (2, 1, 3, 0) before recognizing that no more paths are available, and noting then that a path to destination node 0 is unavailable.

In this illustration, we assume that node 2 finds out about the connectivity being down to node 0 before node 1 and node 3 have recognized that their connectivity to node 0 is down as well; in other words, node 2 does not receive the first path withdrawal messages from node 1 and node 3 before it sends out to them. The following sequence of steps will then take place:

- Node 2 sees that path (2, 0) is no longer available and crosses it off. By inspecting paths cached in its routing table, it then switches to (2, 1, 0), which is least as the next preferred path.
- Node 2 informs both node 1 and node 3 about withdrawal of path (2, 0).
- Node 1 recognizes that path (1, 0) is no longer available and crosses it off.
- Node 1 switches to its next preferred path (1, 2, 0).
- Node 1 receives withdrawal of path (2, 0) from node 2, before it has time to inform others about (1, 0).
- Node 1 switches to (1, 3, 0) and advertises this path to node 2.
- Node 2 receives the advertisement (1, 3, 0) from node 1 and recognizes that the preferred path of node 1 to node 0 is no longer (1, 0); thus, node 1 strikes off (2, 1, 0).
- Node 2 compares the last path in its preferred list (2, 3, 0) to the newly advertised path (1, 3, 0) received from node 1, i.e., compare (2, 3, 0) with (2, 1, 3, 0), and switches to (2, 3, 0) since this is preferred over (2, 1, 3, 0).
- Node 3 recognizes that path (3, 0) is no longer available and crosses it off.
- Node 3 receives withdrawal of path (1, 0) from node 1 and withdrawal of path (2, 0) from node 2.
- Node 3 thus realizes that (3, 1, 0) and (3, 2, 0) are no longer available and crosses them off.
- Node 3 informs node 1 and node 2 that path (3, 0) is no longer available.
- Upon receiving withdrawal of path (3, 0) from node 3, node 2 realizes that path (2, 3, 0) is no longer available, thus, it switches to (2, 1, 3, 0), since this is the only path remaining in its table.
- Upon receiving withdrawal of path (3, 0) from node 3, node 1 realizes that (1, 3, 0) is no longer available and thus inform node 2 that path (1, 3, 0) is no longer available.
- Upon receiving withdrawal of path (1, 3, 0) from node 3, node 2 finally realizes that it no longer has any path to node 0.

The key point about this illustration is that due to path exploration, convergence can take quite a bit of time in case of a node failure when the failing node has multiple connectivity. You may wonder why the node failure case is so important since the nodes are built to be robust to start with. There are two reasons for this:
From a theoretical point of view, it is important to understand how the entire protocol works so that fail-safe mechanisms can be added, if needed.

While the node failure case discussed above seems like an unlikely case, this is a fairly common case in BGP since a node such as node 0 is a *specialized* node. Actually, such a node is not a real node and in fact represents an address block (IP prefix) that is conceptually represented as a specialized node in the above illustration; we will discuss this in detail in Chapter 8. In this sense, the above illustration is really about how quickly the overall network may learn about losing connectivity to an address block or a route and helps us see the implication of a node failure.

Finally, an important comment here. A path vector protocol tries to avoid looping by not accepting a path from a neighboring node if this path already contains itself. However, in the presence of path caching, a node can switch to a secondary path, which can in fact lead to an unusual oscillatory problem during the transient period; thus, an important problem in the operation of a path vector protocol is the *stable paths* problem [265]. This says that instead of determining the shortest path, a solution that reaches an equilibrium point is desirable where each node has only a local minimum; note that it is possible to have multiple such solutions at equilibrium.

**Implicit Cost and Relation to BGP**

In our basic description of the path vector protocol with path caching, we have assumed that the cost to destination is included; this is helpful when the cost between two neighboring nodes is different. When the cost between two neighboring nodes is implicitly set to 1, it means that the link cost is hop-based. In this case, it is not necessary to include the cost to destination in the path vector message. Thus, a message format would be:

| Destination Node, Number of Nodes in the Path; Node List of the Path | ... |
As for example, instead of using the protocol message given in (3.5.1), the following will be transmitted:

```
1, 2; 2, 1 | 2, 1; 2 | 3, 2; 2, 3 | 4, 2; 2, 4 | 5, 3; 2, 3, 5 | 6, 3; 2, 3, 6
```

Certainly, this implicitly assumes that all costs are hop-based instead of link costs shown in Figure 3.2. In fact, BGP uses the notion of implicit hop-based cost. BGP has another difference; the node as described here is a model of a supernode this is called an autonomous system in the Internet. This also results in a difference, instead of the simplifying assumption we have made that the node ID is what is contained in a path vector message. Furthermore, two supernodes may be connected by multiple links where there may be a preference in regard to selecting one link over another. Thus, BGP is quite a bit more complicated than what we have described and illustrated here in regard to a path vector protocol; BGP will be discussed in detail in Chapter 8.

### 3.6 Link Cost

In this chapter, you may note that the term link cost, sometimes referred to also as the distance or the distance cost, is generically used to indicate the cost of a link in a network. Because of the generic nature, the term metric is also used instead. In this chapter, we do not give much indication on how the link cost is obtained or what factors need to be considered in determining the link cost.

As a matter of fact, determination of the link cost is itself an interesting and important problem. Common sense would tell us that since we want user traffic to move from one node to another as quickly as possible in a packet-switched network, we need to ensure that delay, and probably link speed, are somehow taken into account. In this regard, we briefly discuss below metrics considered in ARPANET routing and the lessons learned.

#### 3.6.1 ARPANET Routing Metrics

During its life time, ARPANET routing used both the distance vector protocol framework (“old” ARPANET routing) and the link state protocol framework (“new” ARPANET routing). The metrics considered also were very much along the line of the protocol framework.

In the “old” ARPANET routing from early 1970s, the link metric was determined based on the queue length plus a fixed constant where the queue length was computed at the instant the link cost is to be updated to its neighboring nodes. The intent was to capture the delay cost based on the queue length, meaning preference was to be given in considering links with shorter queues over longer queues in computing the shortest path in the distance vector framework. However, the queue length can change significantly from one instant to the other that led to (1) packets going from one short queue to another, instead of moving toward the destination, and (2) routing oscillations; certainly, the fixed constant that was added helped in relieving the oscillation problem, but not completely. There were also looping problems, as you would guess from our discussions earlier with a distance vector protocol. Also, the link cost did not consider link speed.
When ARPANET moved to the link state protocol framework in the late 1970s, the link metric computation was also changed. Two link metrics were considered; in the first one, the delay was measured directly by first timestamping each incoming packet when it arrives and then recording the time when it leaves a node; thus, it captured both the queueing and processing delay for every packet. Then, for each outgoing link, delay is first averaged over the delay measurements for packets that arrived in the past 10 sec; this value is compared to the last value similarly computed to see if there was any significant change. If the change was significant, the link cost would take the new value and it is flooded. Note that if the link cost has not changed significantly over five such time windows, i.e., 50 sec, the link cost is reported anyway. For stability, the link cost was bounded below with a fixed value that was determined based on the link speed; this means that an idle link can never report its cost to be zero. This link metric was found to be more stable than the old metric. However, the difficulty with this new metric was in the assumption that the measured link delay is a good indicator, rather predictor, for efficient routing of traffic that will be arriving in the next 10 sec. It was found that it was indeed a good indicator for lightly and moderately loaded links, but not for highly loaded links. Note that the goal of each node was to find the best shortest path to all destinations. While it is good to be able to give the best path to everyone, it was problematic during heavy loads. Instead, during heavy loads, a better goal is to determine good paths to most destinations rather than trying to give everyone the best path.

Thus, a revision was made to ARPANET routing metric in the late 1980s. The goal was to resolve the problem faced with the new metric from the early 1980s so that the revised metric works in a heavy load situation; this was accomplished by taking into account link speed along with dampening any oscillation from one time window to another. First, the delay was measured as before. But, this time, it was transformed to a link utilization value using the simple $M/M/1$ queueing delay formula (refer to Appendix B.12.2) assuming the average packet size to be 600 bits; that is, the average delay, $\tau$, for utilization $\rho$, link speed $C$, and average packet size of $\kappa$ is given by:

$$\tau = \frac{\kappa}{C(1 - \rho)}.$$  \hfill (3.6.1)

Rearranging, the average utilization, $\rho$, can be written as

$$\rho = 1 - \frac{\kappa}{\tau C}.$$  \hfill (3.6.2)

Since link speed $C$ is known for each link type, thus, using the average packet size ($\kappa = 600$ bits) and the measured delay $\tau$, the average utilization can be computed. The utilization value was then smoothed (see Appendix B.6) by averaging with the previous value to dampen any oscillatory behavior from one time window to the next. The link metric is then chosen as a linear function of the smoothed utilization, with limits put on how little and how much it can change from the last reported value. This way of computing the link metric was found to work well in heavy loads for ARPANET routing.

### 3.6.2 Other Metrics

We can see from the above discussion that ARPANET pursued dynamic link cost determination, starting from its early days. In the early 1980s, the first round of development of Routing
Information Protocol (RIP) for use in a TCP/IP environment took place; RIP is a distance vector protocol that we will cover in detail in Chapter 5. It may be noted that RIP uses just hop count as the link cost. In Chapter 5, we will discuss how link cost is calculated in other distance vector routing protocols such as Interior Gateway Routing Protocol (IGRP). Later we will discuss in the chapter on IP traffic engineering (see Chapter 7) how link cost can be determined through centralized coordination, especially for large networks, by taking into account network goals.

3.7 Summary

In this chapter, we have presented three important classes of routing protocols: distance vector protocol, link state protocol, and path vector protocol. In presenting these classes of protocols, we focus primarily on the basic principles behind them and their strengths and weaknesses.

In this chapter, we have purposefully stayed with the general principles rather than how a specific instance of a class of protocols works. There are two reasons for this: (1) to communicate that the basic idea is not always complicated, and (2) to be able to see how routing protocols may evolve or a new routing protocol may be developed knowing the strength and weakness from the basic framework and principles.

There are several important aspects about any routing protocol: (1) initialization of a protocol, for example, through a hello message, (2) ability to avoid looping, (3) what information to communicate, (4) transient behavior and the rate of convergence, (5) how an exception is handled, for example, when a link failure occurs, and (6) scalability. We have also commented that exchange of routing information through some reliable means is important as well.

It is also important to understand that for most routing protocols, what information is to be exchanged can depend on what action might have taken place. In fact, all nodes in a network seem to live in a symbiotic relationship. If certain aspects do not work properly, a large segment of a network can go into a tailspin (remember the ARPANET example). This brings up another important aspect about routing protocols: routing protocols other than the basic distance vector protocol are stateful protocols where the nodes have peer-to-peer relationships. It is important to not confuse this statefulness (“in” the network) with whether a node needs to maintain states for user traffic on a packet-by-packet basis. As an example, IP in the TCP/IP protocol stack is stateless; however, OSPF, a link state routing protocol used for routing information exchange, is a stateful protocol.

From the practical side, there is another important point to note that arises from protocol information exchanges. Some routing protocols require a significant number of message exchanges, especially in the event of some problem. Thus, the volume of message exchanges can be high enough to consume sizable bandwidth on a link; this then impacts how much is left for the user traffic to use on a link. Typically, routing protocols are not designed to consider how to take this bandwidth factor into account. Sometimes, an indirect mechanism is used such as a node that is not supposed to generate a message to a neighboring node more than once every $x$ sec. The most sophisticated mechanism in practice is to introduce a dampening factor (refer to Section 8.9). Nowadays, a mechanism outside the protocol is also possible in which the data rate for different streams can be capped at specific values through a node’s packet scheduling mechanism.
It is also important to note that a routing protocol is not just limited to serving network layer traffic routing; a routing protocol can be developed for overlay networks—an overlay network is conceived at a layer above the network layer where specialized hosts serve as routing nodes for the overlay network; these hosts form a peering relation and exchange routing information pertinent to the overlay network. Thus, basic principles discussed here can be applied in overlay network routing with appropriate adjustments.

Finally, we have given several examples of vulnerabilities with protocols presented in this chapter, mostly related to the issue of correct operation of a protocol. Besides the ones discussed, there is another type of vulnerabilities that can affect a routing protocol: this type can be referred to as security-related vulnerabilities. The question is: is a routing protocol secure and robust to defray any attacks? This is an important question, and there are many efforts currently being pursued to address this question for all routing protocols. In this book, we make only cursory remarks on security-related vulnerabilities; this is not to say that this problem is not important. Detailed discussion would require almost another book in its own right.

**Further Lookup**

There have been extensive work on routing protocols in the past three decades. Much has been learned from the early days of ARPANET routing protocols that started with a distance vector framework and moved to a link state framework; for example, [461], [462], [463], [599], [724]. A good summary of ARPANET routing metrics, including the revised metric and its performance, can be found in [368]. Also, see [610] for an early work on routing performance in packet-switched networks.

Topics such as how to avoid looping and how to provide stability in shortest path routing have received considerable attention starting in the late 1970s; for example, see [78], [79], [244], [336], [484], [627], [638].

Path vector protocols have received considerable attention in recent years in regard to convergence and stability issues due to wide-scale deployment of BGP; for example, see [95], [116], [265], [390], [434], [553], [554], [555], [728].

**Exercises**

3.1 Review questions:

(a) How is split horizon with poisoned reverse different from split horizon?

(b) What are the sub-protocols of a link state protocol?

(c) List three differences between a distance vector protocol and a link state protocol.

(d) Compare and contrast announcements used by a basic distance vector protocol and the enhanced distance vector protocol based on the diffusing computation with co-ordinated update.

3.2 Identify issues faced in a distance vector protocol that are addressed by a path vector protocol.
3.3 Consider a link state protocol. Now, consider the following scenario: a node must not accept an LSA with age 0 if no LSA from the same node is already stored. Why is this condition needed?

3.4 Study the ARPANET vulnerability discussed in RFC 789 [605].

3.5 Consider the network given in Figure 3.12. Write the link state database at different nodes (similar to Table 3.3) before and after failure of link 4-5.

3.6 Consider a seven-node ring network.

(a) If a distance vector protocol is used, determine how long it will take for all nodes to have the same routing information if updates are done every 10 sec.

(b) If a link state protocol is used, how long will it take before every node has the identical link-state database if flooding is done every 5 sec. Determine how many link-state messages in total are flooded till the time when all nodes have the identical database.

3.7 Solve Exercises 3.6, now for a fully-connected 7-node network.

3.8 Investigate how to resolve a stuck in active (SIA) situation that can occur in a distance vector protocol that is based on the diffusing computation with coordinated update.

3.9 Consider a fully-mesh N node network that is running a link state protocol. Suppose one of the nodes goes down. Estimate how many total link state messages will be generated.

3.10 Implement a distance vector protocol using socket programming where the different “nodes” may be identified using port numbers. For this implementation project, define your own protocol format and the fields it must constitute.

3.11 Implement a link state protocol using socket programming. You may do this implementation over TCP using different port numbers to identify different nodes. For this implementation project, define your own protocol format and the fields it must constitute.
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If the weak were to
Tide across the rapids of life
With your help,
What do you stand to lose?

Bhupen Hazarika (Based on a translation by Pradip Acharya)

Reading Guideline

This chapter is useful for understanding traffic engineering approaches. The chapter is organized by considering first what traffic means for different communication networks. We then consider a single demand to show how the optimization plays a role depending on a goal. We then discuss a multiple flow model, and then complete the chapter with the general formalism to address a traffic engineering problem. We also comment on solution space, which can be very helpful in obtaining insights about what you might want to do in engineering a network. The background provided here is useful in understanding material presented in several subsequent chapters such as Chapters 7, 19, and 24.
A critical function of a communication network is to carry or flow the \textit{volume} of user traffic. The traffic volume or demand volumes can impact routing and routing decisions, which are also influenced by the goal or objective of the network. So far in Chapter 2, we discussed routing algorithms for determining paths for flowing user traffic, and in Chapter 3, we discussed mechanisms needed in a distributed network environment to accomplish routing.

In this chapter, we present the basic foundation of network flow models along with a variety of objective functions that are applicable in different communication networks. Network flow models are used for traffic engineering of networks and can help in determining routing decisions. In later chapters, we will discuss how models presented in this chapter are applicable to different networking environments.

\section{Terminologies}

To discuss network flow models, we start with a few key terminologies.

The volume of traffic or demand, to be referred to as \textit{traffic volume} or \textit{demand volume}, is an important entity in a communication network that can impact routing. In general, traffic volume will be associated with traffic networks while demand volume will be associated with transport networks; for example, in regard to IP networks or the telephone network, we will use the term traffic volume; However, for transport networks such as DS3-cross-connect, SONET, or WDM networks where circuits are deployed on a longer term basis, we will use the term demand volume. Similarly, routing in a traffic network is sometimes referred to as \textit{traffic routing} while in a transport network it is referred to as \textit{transport routing}, \textit{circuit routing}, or \textit{demand routing}.

The measurement units can also vary depending on the communication network of interest. For example, in IP networks, traffic volume is measured often in terms of \textit{Megabits per sec (Mbps)} or \textit{Gigabits per sec (Gbps)}, while in the telephone network, it is measured in \textit{Erlangs}. When we consider telecommunications transport networks, the demand volume is measured in terms of number of digital signals such as DS3, OC-3, and so on.

In this chapter, we will \textit{uniformly} use the term \textit{demand volume}, instead of switching between traffic volume and demand volume, without attaching a particular measurement unit or a network type since our goal here is to present the basic concepts of network flow models. For any demand volume between two nodes in a network, one or more paths may need to be used to carry it. Any amount of demand volume that uses or is carried on a path is referred to as \textit{flow}; this is also referred to as \textit{path flow}, \textit{flowing demand volume on a path}, or \textit{even routing demand volume on a path}. A path is one of the routes possible between two end nodes with or without positive flows. Since a network consists of nodes and links, we will also use the term \textit{link flow} to refer to the amount of flow on a link regardless of which end nodes the demand volume is for.

This is also a good time to point out that the term \textit{flow} is used in many different ways in communication networking. For example, as we discussed earlier in Chapter 1, a connection in the TCP/IP environment is uniquely defined by a source/destination IP address pair, a source/destination port number pair, and the transport protocol used—this is also referred to as a flow in the networking literature; in this book, we use the term \textit{microflow} to refer to such a connection identifier, a term used in many Internet RFCs; this helps us in distinguishing microflows from the use of the term \textit{flow} in general for network flow modeling, and so on.
A given network may not always be able to carry all its demand volume; this can be due to limits on network capacity but also can be dictated by the stochastic nature of traffic. If the network capacity is given, then we call such a network a \textit{capacitated network}. Typically, traffic engineering refers to the best way to flow the demand volume in a capacitated network—this is where network flow models are helpful in determining routing or flow decisions.

A communication network can be represented as a \textit{directed network}, or an \textit{undirected network}. A directed network is one in which the flow is directional from one node to another and the links are considered as directional links. An undirected network is a network in which there is no differentiation between the direction of flow; thus, it is common to refer to such flows as bidirectional and links as bidirectional links. For example, an IP network that uses OSPF protocol (refer to Chapter 6) is modeled as a directed network with directional links. However, a telephone network is an undirected network in which a link is bidirectional and where calls from either end can use the undirected link. In this chapter, we present network flow models assuming networks to be undirected since this allows small models to be explained in a fairly simple way. For instance, for a three-node network we need to consider only three links in an undirected network while six links are required to be considered in a directed network. A pair of demand nodes will be referred to as a \textit{node pair} or a \textit{demand pair}. A node pair in a network will be denoted by $ij$ where $i$ and $j$ are the end nodes for this pair; if it is a directed network, the first node $i$ should be understood as the \textit{origin} or \textit{source} while the second node should be understood as the \textit{destination} or \textit{sink}. For an undirected network, $i$ and $j$ are interchangeable while we will typically write the smaller numbered node first; for example, the demand pair with end nodes 2 and 5 will be written as 2:5. A link directly connecting two nodes $i$ and $j$ in general will be denoted as $i-j$; in case we need to illustrate a point about a directional link, we will specifically use $i \rightarrow j$ to denote the directional link from node $i$ to node $j$. In fact, we have already used the notion of directed links and undirected links in earlier chapters. This summary is presented here for the purpose of understanding network flow models. Finally, we use the term \textit{unit cost of flow} on a link or \textit{unit link cost} of flow in regard to carrying demand volume; this term should not be confused with \textit{link cost} or \textit{distance cost} of a link used earlier in Chapter 2.

\subsection*{4.2 Single-Commodity Network Flow}

We start with the single-commodity network flow problem. This means that only a node pair has positive demand volume, thus, the name \textit{single-commodity} where the term \textit{commodity} refers to a demand. For illustration of network flow models, we will use a three-node network in this section.

\subsection*{4.2.1 A Three-Node Illustration}

Consider a three-node network where 5 units of demand volume need to be carried between node 1 and node 2 (see Figure 4.1); we assume that the demand volume is a deterministic number. We are given that all links in the network are bidirectional and have a capacity of 10 units each. It is easy to see that the direct link 1-2 can easily accommodate the 5 units of demand volume since there the direct link can handle up to 10 units of capacity; this remains the case as long as the demand volume between node 1 and node 2 is 10 units or less. As soon as the demand volume becomes more than 10 units, it is clear that the direct link path cannot
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FIGURE 4.1 Three-node network with single demand between node 1 and node 2.

carry all of the demand volume between node 1 and node 2. In other words, any demand in excess of 10 units would need to be carried on the second path 1-3-2.

This simple illustration illustrates that not all demand volume can always be carried on a single path or the shortest, hop-based path; the capacity limit on a link along a path matters. In addition, we have made an implicit assumption up to this point that the direct link path 1-2 is less costly per unit of demand flow than the two-link alternate path 1-3-2. However, in many networks, this may not always be true. If we instead suppose that the per-unit cost of the two-link path 1-3-2 is 1 while the per-unit cost on the direct link 1-2 is 2, then it would be more natural or optimal to route demand volume first on the alternate path 1-3-2 for up to the first 10 units of demand volume, and then route any demand volume above the first 10 units on the direct link path 1-2.

The above illustration helps us to see that the actual routing decision should depend on the goal of routing, irrespective of the hop count. This means that we need a generic way to represent the problem so that various situations can be addressed in a capacitated network in order to find the best solution.

4.2.2 Formal Description and Minimum Cost Routing Objective

We are now ready to present the above discussion in a formal manner using unknowns or variables. We assume here that the capacity of each link is the same and is given by $c$. Let the demand volume for node pair 1:2 be denoted by $h$. For example, in the above illustration capacity $c$ was set to 10.

Since the demand volume for the node pair 1:2 can possibly be divided between the direct link path 1-2 and the two-link path 1-3-2, we can use two unknowns or variables to represent this aspect. Let $x_{12}$ be the amount of the total demand volume $h$ to be routed on direct link path 1-2, and let $x_{132}$ be any amount of the demand volume to be routed on the alternate path 1-3-2 (see Figure 4.2). Note the use of subscripts so that it is easy to track a route with flows. Since the total demand volume is required to be carried over these two paths, we can write

$$x_{12} + x_{132} = h. \quad (4.2.1a)$$

This requirement is known as the demand flow constraint, or simply the demand constraint. It is clear that the variables cannot take negative values since a path may not carry any negative
demand; this means the lowest value that can be taken is zero. Thus, we include the following additional conditions on the variables:

$$x_{12} \geq 0, \quad x_{132} \geq 0. \quad (4.2.1b)$$

In addition, we need to address the capacity limit on each link. Certainly, any flow on a path due to routing cannot exceed the capacity on any of the links that this path uses. An implicit assumption here is that the flow and the capacity are using the same measurement units; we will discuss deviations from this assumption in later chapters. Since we assume that the capacity limit is the same on all links in this three-node network, we can write

$$x_{12} \leq c, \quad x_{132} \leq c. \quad (4.2.1c)$$

The first one addresses the flow on the direct link 1-2 being less than its capacity; flow $x_{132}$ uses two links 1-3 and 2-3, and we can use only a single condition here since the capacity is assumed to be the same on each link. Constraints (4.2.1c) are called capacity constraints.

From the above discussion, we can see that we need conditions (4.2.1a), (4.2.1b), and (4.2.1c) to define the basic system. It is important to note that it is not a system of equations; while the first one, i.e., (4.2.1a), is an equation, the second and the third ones, i.e., (4.2.1b) and (4.2.1c), are inequalities. Together, the system of equations and inequalities given by Eq. (4.2.1), which consists of conditions (4.2.1a), (4.2.1b), and (4.2.1c), is referred to as constraints of the problem. Even when all the constraints are known, our entire problem is not complete since we have not yet identified the goal of the problem. In fact, without defining a goal, system (4.2.1) has infinite numbers of solutions since an infinite combination of values can be assigned to $x_{12}$ and $x_{132}$ that satisfies constraints (4.2.1a), (4.2.1b), and (4.2.1c).

As the first goal, we consider the cost of routing flows. To do that, we introduce a generic nonnegative cost per unit of flow on each path: $\xi_{12} \geq 0$ for direct path 1-2 and $\xi_{132} \geq 0$ for alternate path 1-3-2. Thus, the total cost of the demand flow can be written as

$$\text{Total cost} = \xi_{12}x_{12} + \xi_{132}x_{132}. \quad (4.2.2)$$
The total cost is referred to as the **objective function**. In general, the objective function will be denoted by \( F \). If the goal is to minimize the total cost of routing, we can write the complete problem as follows:

\[
\begin{align*}
\text{minimize} \quad & F = \xi_{12} x_{12} + \xi_{132} x_{132} \\
\text{subject to} & \quad x_{12} + x_{132} = h \\
& \quad x_{12} \leq c, \ x_{132} \leq c \\
& \quad x_{12} \geq 0, \ x_{132} \geq 0.
\end{align*}
\] (4.2.3)

The problem presented in Eq. (4.2.3) is a **single-commodity network flow** problem; it is also referred to as a **linear programming problem** since the requirements given by Eq. (4.2.1) are all linear, which are either equations or inequalities, and the goal given by Eq. (4.2.2) is also linear. In general, a representation as given in Eq. (4.2.3) is referred to as the **formulation** of an optimization problem. The system given by Eq. (4.2.1) is referred to as **constraints**. To avoid any confusion, we will identify the variables in any formulation by marking them as subscripts with **minimize**. Thus, in the above problem, we have noted that \( x_{12} \) and \( x_{132} \) are variables by indicating so as subscripts with **minimize**. Often, the list of variables can become long; thus, we will also use a short notation such as \( x \) in the subscript with **minimize** to indicate that all \( x \)s are variables.

Because of the way the goal is described in Eq. (4.2.3), the problem is also known as the **minimum cost routing** or **minimum cost network flow** problem. An optimal solution to an optimization problem is a solution that satisfies the constraints of the problem, i.e., it is a **feasible solution** and the objective function value attained is the lowest (if it is a minimization problem) possible for any feasible solution. For clarity, the optimal solution to a problem such as Eq. (4.2.3) will be denoted with asterisks in the superscript, for example, \( x_{12}^* \) and \( x_{132}^* \).

**INSTANCE 1:**

We now consider some specific cases discussed earlier in Section 4.2.1 to obtain solutions to problem (4.2.1). First, we consider the capacity to be 10, i.e., \( c = 10 \).

If the unit cost is based on a unit flow per link, then we can clearly write cost components as \( \xi_{12} = 1 \) (since it is a direct link path) and \( \xi_{132} = 2 \) (due to two links making a path). This will then correspond to the first case discussed in Section 4.2.1. In this case, optimal flows can be written as:

\[
\begin{align*}
& x_{12}^* = 10, \quad x_{132}^* = 0 \quad \text{when } 0 \leq h \leq 10 \\
& x_{12}^* = 10, \quad x_{132}^* = h - 10 \quad \text{when } h \geq 10, \text{ and } h \leq 20.
\end{align*}
\] (4.2.4)

If \( h > 20 \), it is clear that the network does not have enough capacity to carry all of the demand volume—this is referred to as an **infeasible** situation and the problem is considered to be infeasible.

**INSTANCE 2:**

Consider the alternate case where per unit cost on the alternate path is 1 while on the direct path it is 2, i.e., \( \xi_{12} = 2 \) and \( \xi_{132} = 1 \). In this case, optimal flows can be written as:

\[
\begin{align*}
& x_{12}^* = 0, \quad x_{132}^* = 10 \quad \text{when } 0 \leq h \leq 10 \\
& x_{12}^* = h - 10, \quad x_{132}^* = 10 \quad \text{when } h \geq 10, \text{ and } h \leq 20.
\end{align*}
\] (4.2.5)
ON SOLVING PROBLEM (4.2.3)

We now consider the general solution to Problem (4.2.3) when the demand volume is less than the capacity of a link, i.e., \( h \leq c \). With two unknowns, problem (4.2.3) can be solved by using substitutions, i.e., by setting \( x_{132} = h - x_{12} \) and using it back in the objective. Then, the objective becomes

\[
F = \xi_{12} x_{12} + \xi_{132} (h - x_{12}) = (\xi_{12} - \xi_{132}) x_{12} + \xi_{132} h.
\]

Note that the last term, \( \xi_{132} h \), remains constant for a specific problem instance. Thus, we need to consider the minimization of the rest of the expression, i.e.,

\[
\text{minimize}_{x_{12}} (\xi_{12} - \xi_{132}) x_{12}
\]

subject to appropriate constraints. We can easily see that if \( \xi_{12} < \xi_{132} \), then the problem is at minimum when \( x^*_{12} = h \); however, if \( \xi_{12} > \xi_{132} \), then the minimum is observed when \( x^*_{12} = 0 \). When \( \xi_{12} = \xi_{132} \), then \( x_{12} \) can take any value in the range \([0, h]\), that is, the problem has multiple optimal solutions.

Consider now the case in which demand volume, \( h \), is more than \( c \) but the problem is still feasible, i.e., \( h > c \), but \( h \leq 2c \). In this case, we need to take the bounds into account properly; thus, if \( \xi_{12} < \xi_{132} \), then \( x^*_{12} = \min(h, c) \); similarly, if \( \xi_{12} > \xi_{132} \), then the minimum is observed when \( x^*_{12} = \max(0, h - c) \).

Thus, for values of \( h \) ranging from 0 to \( 2c \), we can see that optimal flows are as we have already identified in (4.2.4) and (4.2.5), corresponding to \( \xi_{12} < \xi_{132} \) and \( \xi_{12} > \xi_{132} \), respectively.

### 4.2.3 Variation in Objective: Load Balancing

In model (4.2.3), we have considered the goal to be based on minimizing the routing cost by incorporating the unit cost of a path. While this is applicable in some communication networks, other goals or objectives are also applicable in other communication networks.

We now consider another goal—\textit{minimization of maximum link utilization}. This goal is also referred to as \textit{load balancing} flows in the network. To illustrate this, we will again use constraints (4.2.1) discussed above. The link utilization is defined as the amount of flow on a link divided by the capacity on that link. We know that the only flow using link 1-2 is \( x_{12} \) while \( x_{132} \) uses both links 1-3 and 3-2. Thus, the utilization on link 1-2 can be written as

\[
\frac{x_{12}}{c}
\]

while utilization on either link 1-3 or 3-2 can be written as

\[
\frac{x_{132}}{c}.
\]

Then, the maximum utilization over all links means the maximum over these two expressions, i.e.,

\[
\max \left\{ \frac{x_{12}}{c}, \frac{x_{132}}{c} \right\}.
\]
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Note that $x_{12}$ and $x_{132}$ are variables that are constrained given by Eq. (4.2.1). Thus, for load balancing, we want to pick the values of the variables in such a way that the maximum link utilization is at a minimum. That is, the load balancing problem can be formally written as

$$\text{minimize}_{\mathbf{x}} \quad F = \max \left\{ \frac{x_{12}}{c}, \frac{x_{132}}{c} \right\}$$

subject to

$$x_{12} + x_{132} = h$$
$$x_{12} \leq c, \quad x_{132} \leq c$$
$$x_{12} \geq 0, \quad x_{132} \geq 0.$$  \hspace{1cm} (4.2.6)

To illustrate the meaning of maximum link utilization, consider $c = 10$ and $h = 5$. If all of the demand volume is routed on the direct link path 1-2, then $x_{12} = 5$ and $x_{132} = 0$; the maximum of the link utilization is then $\max(5/10, 0/10) = 1/2$. However, if we were to route one unit of demand volume on the alternate path, i.e., $x_{132} = 1$, while keeping the rest on the direct link, i.e., $x_{12} = 4$, then the maximum link utilization is $\max(4/10, 1/10) = 2/5$; this utilization value is lower than if all of the demand volume were routed on the direct link path. The question is: can we do even better? The answer is yes, leading to the optimal solution for the load balancing case.

In fact, we can discuss the optimal solution for the general formulation given by Eq. (4.2.6) without needing to consider specific values of $c$ or $h$. First note that the maximum in the objective is over only two terms; thus, the minimum can be achieved if they are equal, i.e., at optimality, we must have

$$\frac{x_{12}^*}{c} = \frac{x_{132}^*}{c},$$

Note that the unknowns are related by $x_{12}^* + x_{132}^* = h$. Thus, substituting $x_{132}^*$, we obtain

$$\frac{x_{12}^*}{c} = \frac{h - x_{12}^*}{c}.$$  \hspace{1cm} (4.2.7)

Transposing and noting that the denominators are the same on both sides, we get

$$x_{12}^* = h/2.$$  \hspace{1cm} (4.2.8)

Thus, we see that when the load balancing of flows is the main goal, the optimal solution for Eq. (4.2.6) is to split the flows equally on both paths. Certainly, this result holds true as long as the demand volume $h$ is up to and including $2c$; the problem becomes infeasible when $h > 2c$.

VARIATION IN CAPACITY

We now consider a simple variation in which the link capacities in the network are not the same. To consider this case, we keep the capacity of link 1-2 at $c$ but increase the capacity of the other two links to 10 times that of 1-2, i.e., to $10c$. Note that the utilization on links 1-3 and 3-2 are now $x_{132}/(10c)$, and Formulation (4.2.6) changes to the following:

$$\text{minimize}_{\mathbf{x}} \quad F = \max \left\{ \frac{x_{12}}{c}, \frac{x_{132}}{10c} \right\}$$

subject to

$$x_{12} + x_{132} = h$$
$$x_{12} \leq c, \quad x_{132} \leq 10c$$
$$x_{12} \geq 0, \quad x_{132} \geq 0.$$  \hspace{1cm} (4.2.8)
In this case, too, the optimal load balance is achieved when

\[
\frac{x_{12}^*}{c} = \frac{x_{132}^*}{10c}.
\]

On simplification, we obtain

\[
x_{12}^* = \frac{h}{11}
\]

and thus, \(x_{132}^* = 10h/11\). This essentially says that load balancing on a network with non-uniform capacity results in utilization being balanced, but not necessarily flows. A simple way to visualize this is to consider the capacity of link 1-2 to be 10 Mbps, and the capacity of other links to be 100 Mbps; it would be preferable to send more traffic to the fatter/higher capacity link.

### 4.2.4 Variation in Objective: Average Delay

Another goal commonly defined, especially in data networks, is the minimization of the average packet delay. For this illustration, we consider again the three-node network with demand volume \(h\) between node 1 and node 2; the capacity of all links is set to \(c\). The average delay in a network (see Appendix B.13 for details) with flow \(x_{12}\) on the direct link path and \(x_{132}\) on the alternate path can be captured through the expression

\[
\frac{x_{12}}{c-x_{12}} + \frac{2x_{132}}{c-x_{132}}.
\]

Here again, the capacity is normalized so that the measurement units for flow and capacity are the same. The goal of minimizing the average delay is to solve the following problem:

\[
\text{minimize}_{x} \quad F = \frac{x_{12}}{c-x_{12}} + \frac{2x_{132}}{c-x_{132}} \quad \text{subject to} \quad x_{12} + x_{132} = h, \quad x_{12} \leq c, \quad x_{132} \leq c, \quad x_{12} \geq 0, \quad x_{132} \geq 0.
\] (4.2.9)

First, we want to point out that the objective function is not defined when \(x_{12} = c\) or \(x_{132} = c\). In fact, the problem is meaningful only when \(x_{12} < c\) and \(x_{132} < c\). Thus, in reality, we want to limit the bounds on the unknowns below \(c\) by a small positive amount, say, \(\varepsilon (> 0)\), i.e., \(x_{12} \leq c - \varepsilon\) and \(x_{132} \leq c - \varepsilon\).

To solve Eq. (4.2.9), we have two nonnegative variables, \(x_{12}\) and \(x_{132}\), which are related by \(x_{12} + x_{132} = h\); thus, we can rewrite the objective function in terms of just a single unknown, say in \(x_{12}\), as

\[
F = \frac{x_{12}}{c-x_{12}} + \frac{2(h - x_{12})}{c-(h-x_{12})}.
\]

This is a nonlinear function that we want to minimize. We can use calculus to solve this problem. That is, we differentiate expression \(F\) with respect to \(x_{12}\) (i.e., \(\frac{dF}{dx_{12}}\)) and set the result
to zero, i.e., \( \frac{dF}{dx_{12}} = 0 \); then, we can solve this as an equation to find solution \( x_{12} \). You can do the “second-derivative” test at this solution to verify that it is indeed minimum, not a maximum. In our case, \( \frac{dF}{dx_{12}} = 0 \) translates to solving a quadratic equation; this means that we obtain two solutions. However, only one solution, \( x_{12} = -h + 3c - 2\sqrt{2}c + \sqrt{2}h \), is relevant since we must have \( x_{12} \geq 0 \); furthermore, we need to ensure that the resulting solution is never beyond the demand volume \( h \), i.e., \( x_{12} \leq h \). Thus, we can write the solution from differentiation by incorporating the necessary bounds as follows:

\[
\begin{align*}
x^*_{12} &= \min\{h, -h + 3c - 2\sqrt{2}c + \sqrt{2}h\}. \\
\end{align*}
\] (4.2.10)

From the above result, we can see that if the demand volume is low, the optimal solution is route all flow on the direct link path; but as the demand volume grows, it is optimal to flow some of the value on the second path.

### 4.2.5 Summary and Applicability

In this section, we have considered the single-commodity network flow problem for three different goals: minimum cost routing, load balancing, and minimization of the average delay. In Figure 4.3, we have plotted the optimal flow on the direct link path, \( x^*_{12} \), given by (4.2.4), (4.2.5), (4.2.7), and (4.2.10) for the three different objectives (including two cases for minimum cost routing) for demand volume, \( h \), ranging from 0 to 20. From the optimal solutions obtained for these cases, it is clear that although the domain of each problem is the same, that is, the constraint set is the same, the actual optimal solution is different depending on the goal; furthermore, the actual values of \( h \) and \( c \) also matter.

While we have illustrated here solutions for only a three-node single-commodity case, the general behavior is quite applicable in any size network. That is, it is important to note that

![FIGURE 4.3 Optimal flow on the direct link path with different objectives.](image-url)
the optimal solution with different objective functions usually has minimal difference when the demand volume is low compared to the capacity ("lowly-loaded case"), and also have surprisingly minimal difference when the demand volume is closer to the capacity ("highly-loaded case"); however, in the moderately-loaded region, the flow solution can vary significantly from one objective function to another. Thus, the important lesson here is that for a particular communication networking and/or operational environment, we need to be careful in choosing the primary goal and the load to capacity region considered matters. In other words, we cannot choose one goal and then wonder why the optimal solution for this goal is quite different from another goal.

4.3 Multicommodity Network Flow: Three-Node Example

In this section, we consider multiple commodities, that is, multiple demand pairs have positive demand volumes. As with the single-commodity case, we will consider again the three different objectives. We will again use a three-node network to explain the multicommodity network flow problem.

4.3.1 Minimum Cost Routing Case

For the multicommodity case in a three-node network, all three demand pairs can have positive demand volumes. For clarity, we will use a subscript with demand volume notation $h$ to identify different demands; thus, the demand volume between nodes 1 and 2 will be identified as $h_{12}$, between 1 and 3 as $h_{13}$, and between 2 and 3 as $h_{23}$. For each demand pair, the volume of demand can be accommodated using two paths: one is the direct link path and the other is the alternate path through the third node. In Figure 4.4, we show all the possible paths for each demand pair. The amount of flow on each path is the unknown that is to be determined based on an objective; we denote the unknowns as $x_{12}$ for path 1-2 for demand pair 1:2, and $x_{132}$ for path 1-3-2, and so on.

**Figure 4.4** Three node example with all possible paths.
Much as shown earlier for the single-commodity flow problem, we can write that the demand volume for a node pair must be carried over the two paths. Thus, for demand pair 1:2, we can write

\[ x_{12} + x_{132} = h_{12}. \]  \hspace{1cm} (4.3.1a)

Similarly, for demand pairs 1:3 and 2:3, we can write the following:

\[ x_{13} + x_{123} = h_{13} \]  \hspace{1cm} (4.3.1b)

\[ x_{23} + x_{213} = h_{23}. \]  \hspace{1cm} (4.3.1c)

These unknown flow amounts, while satisfying the demand volume requirements, must also satisfy capacity limits on any link. We denote capacities of links 1-2, 1-3, and 2-3 by \( c_{12} \), \( c_{13} \), and \( c_{23} \), respectively.

By following the paths listed in Figure 4.4, we note that three different paths from three different demand pairs use link 1-2; they are paths 1-2, 1-2-3, and 2-1-3 (see Figure 4.5). Since the sum of the flow over these three paths cannot exceed the capacity, \( c_{12} \), of link 1-2, we can write the following inequality (constraint):

\[ x_{12} + x_{123} + x_{213} \leq c_{12}. \]  \hspace{1cm} (4.3.2a)

Similarly, for the other two links 1-3 and 2-3, we can write

\[ x_{13} + x_{132} + x_{213} \leq c_{13} \]  \hspace{1cm} (4.3.2b)

\[ x_{23} + x_{132} + x_{123} \leq c_{23}. \]  \hspace{1cm} (4.3.2c)

We next consider the objective function for minimum cost routing. If the unit costs of routing on paths 1-2, 1-3-2, 1-3, 1-2-3, 2-3, and 2-1-3 are denoted by \( \xi_{12} \), \( \xi_{132} \), \( \xi_{13} \), \( \xi_{123} \), \( \xi_{23} \), and \( \xi_{213} \), respectively, then the total routing cost can be written as

\[
\text{total cost} = \xi_{12} x_{12} + \xi_{132} x_{132} + \xi_{13} x_{13} + \xi_{123} x_{123} + \xi_{23} x_{23} + \xi_{213} x_{213}. \]  \hspace{1cm} (4.3.3)

**Figure 4.5** Link flow on link 1-2 for paths for different demand pairs.
Thus, the entire problem can be formulated as follows:

\[
\begin{align*}
\text{minimize} & \quad F = \xi_{12} x_{12} + \xi_{132} x_{132} + \xi_{13} x_{13} + \xi_{123} x_{123} + \xi_{23} x_{23} + \xi_{213} x_{213} \\
\text{subject to} & \quad x_{12} + x_{132} = h_{12} \\
& \quad x_{13} + x_{123} = h_{13} \\
& \quad x_{23} + x_{213} = h_{23} \\
& \quad x_{12} + x_{123} + x_{213} \leq c_{12} \\
& \quad x_{13} + x_{132} + x_{213} \leq c_{13} \\
& \quad x_{23} + x_{132} + x_{123} \leq c_{23} \\
& \quad x_{12} \geq 0, \ x_{132} \geq 0, \ x_{13} \geq 0, \ x_{123} \geq 0, \ x_{23} \geq 0, \ x_{213} \geq 0. 
\end{align*}
\]  

(4.3.4)

The above problem has six nonnegative variables, and six constraints.

**Example 4.1**  Illustration of solution for Eq. (4.3.4).

Consider demand volumes to be \( h_{12} = 5 \), \( h_{13} = 10 \), and \( h_{23} = 7 \) (see Figure 4.6). If the unit cost is based on the number of links a flow traverses, that is, 1 for a single-link path and 2 for a two-link path, then we can write \( \xi_{12} = \xi_{13} = \xi_{23} = 1 \), \( \xi_{132} = \xi_{123} = \xi_{213} = 2 \). Clearly, the optimal solution to Eq. (4.3.4) is to flow demand volume for each demand pair on the respective direct link path, i.e., we set \( x_{12}^* = 5 \), \( x_{13}^* = 10 \), \( x_{23}^* = 7 \) with the other variables taking the value zero since all constraints are satisfied; here, the total cost at optimality is 22.

However, if the unit costs are different, such as a single link path costing twice that of a two-link path, i.e., \( \xi_{12} = \xi_{13} = \xi_{23} = 2 \), \( \xi_{132} = \xi_{123} = \xi_{213} = 1 \), then the optimal solution that satisfies all the constraints would be: \( x_{12}^* = 1 \), \( x_{132}^* = 4 \), \( x_{13}^* = 3.5 \), \( x_{123}^* = 6.5 \), \( x_{23}^* = 4.5 \), \( x_{213}^* = 2.5 \), with the total cost being 31.

Unlike the ease with which we were able to determine the optimal solution for the single-commodity network flow problem given by Eq. (4.2.3), it is not so easy to do so for the multicommodity network flow problem given by Eq. (4.3.4) since the latter problem has six variables and six constraints. Thus, we need to resort to an algorithmic approach to solving this problem.

First, recall that problems such as Eq. (4.3.4) are classified as linear programming (LP) problems since all constraints as well as the objective function are linear. LP problems can be solved using the well-known simplex method, and other methods such as the interior point method; for example, see [164], [515], [711]. While these methods work well in practice, they are fairly complicated algorithms, and their description is beyond the scope of this book. Fortunately, there are many software packages for solving LP problems; for example, see [237] for a survey of LP solvers. Such a package allows a user to enter the problem almost in the way it is described in Eq. (4.3.4).

**Example 4.2**  Solving Eq. (4.3.4) using CPLEX.

We will illustrate here how to solve Eq. (4.3.4) when the alternate path is cheaper than the direct path, i.e., \( \xi_{12} = 2 \), \( \xi_{132} = 1 \), and so on. We will use CPLEX [158], a popular LP solver for this illustration. In CPLEX, you can enter the data for the second case of Example 4.1 as given below (see Appendix B.5 for additional information):
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FIGURE 4.6  Demand volume and capacity data for three-node network.

Minimize \(2 x_{12} + x_{132} + 2 x_{13} + x_{123} + 2 x_{23} + x_{213}\)
subject to
\[
\begin{align*}
d_{12}: & \quad x_{12} + x_{132} = 5 \\
d_{13}: & \quad x_{13} + x_{123} = 10 \\
d_{23}: & \quad x_{23} + x_{213} = 7 \\
c_{12}: & \quad x_{12} + x_{123} + x_{213} \leq 10 \\
c_{13}: & \quad x_{132} + x_{13} + x_{213} \leq 10 \\
c_{23}: & \quad x_{132} + x_{123} + x_{23} \leq 15
\end{align*}
\]
Bounds
\[
\begin{align*}
0 \leq & \quad x_{12} \\
0 \leq & \quad x_{132} \\
0 \leq & \quad x_{13} \\
0 \leq & \quad x_{123} \\
0 \leq & \quad x_{23} \\
0 \leq & \quad x_{213}
\end{align*}
\]
End

The above representation is very similar to Formulation (4.3.4). Problem data in CPLEX are entered in the ASCII-based text format; thus, subscripts are directly tagged on to the variables; similarly, note the use of \(\leq\) instead of \(\leq\).

Using CPLEX, we can find the optimal solution to Eq. (4.3.4). Solutions can be displayed by giving the display command as follows:

CPLEX> display solution variables -
Variable Name  Solution Value
x_{12}        1.000000
x_{132}       4.000000
x_{13}        3.500000
x_{123}       6.500000
x_{23}        4.500000
x_{213}       2.500000

Thus, we have \(x_{12}^* = 1, x_{132}^* = 4, x_{13}^* = 3.5, x_{123}^* = 6.5, x_{23}^* = 4.5, x_{213}^* = 2.5\).

It may be noted that the above solution gives fractional values, which is the case in general for an LP problem. That is, the multicommodity flow model as given by Eq. (4.3.4) is for variables taking values in the real number space. Sometimes we do have restrictions; for example, some or all variables are allowed to take only integer values. If some of the variables take integral values, then such problems are labeled as mixed integer linear programming (MILP) problems; if all variables take integral values, then such problems are referred to as integer linear programming (ILP) problems. Many real-world communication network problems...
are appropriately modeled as MILP or ILP problems; we will illustrate such real examples later in this book.

If variables take only integral values, then this is in fact a form of constraints; thus, they need to be explicitly stated as part of the problem definition. If we do in fact require Eq. (4.3.4) to include the requirement that all variables take integral values, then we can rewrite it as follows:

\[
\begin{align*}
    \text{minimize} & \quad F = \xi_{12} x_{12} + \xi_{132} x_{132} + \xi_{13} x_{13} + \xi_{123} x_{123} + \xi_{23} x_{23} + \xi_{213} x_{213} \\
    \text{subject to} & \quad x_{12} + x_{132} = h_{12} \\
            & \quad x_{13} + x_{123} = h_{13} \\
            & \quad x_{23} + x_{213} = h_{23} \\
            & \quad x_{12} + x_{123} + x_{213} \leq c_{12} \\
            & \quad x_{13} + x_{132} + x_{213} \leq c_{13} \\
            & \quad x_{23} + x_{132} + x_{123} \leq c_{23} \\
            & \quad x_{12} \geq 0, \ x_{132} \geq 0, \ x_{13} \geq 0, \ x_{123} \geq 0, \ x_{23} \geq 0, \ x_{213} \geq 0 \\
\end{align*}
\]

\( (4.3.5) \)

Example 4.3  Multicommodity network flow with integer solution.

Considering again demand volumes to be \( h_{12} = 5, h_{13} = 10, \) and \( h_{23} = 7, \) and capacities to be \( c_{12} = 10, c_{13} = 10, c_{23} = 15, \) in CPLEX, we can enter the above ILP problem in the following way where integrality of variables is explicitly listed:

Minimize \( 2 x_{12} + x_{132} + 2 x_{13} + x_{123} + 2 x_{23} + x_{213} \)

subject to

\[
\begin{align*}
    d1: & \quad x_{12} + x_{132} = 5 \\
    d2: & \quad x_{13} + x_{123} = 10 \\
    d3: & \quad x_{23} + x_{213} = 7 \\
    c1: & \quad x_{12} + x_{123} + x_{213} \leq 10 \\
    c2: & \quad x_{132} + x_{13} + x_{213} \leq 10 \\
    c3: & \quad x_{132} + x_{123} + x_{23} \leq 15 \\
\end{align*}
\]

Bounds

\[
\begin{align*}
    0 \leq x_{12} \leq 10 \\
    0 \leq x_{132} \leq 10 \\
    0 \leq x_{13} \leq 10 \\
    0 \leq x_{123} \leq 10 \\
    0 \leq x_{23} \leq 10 \\
    0 \leq x_{213} \leq 10 \\
\end{align*}
\]

Integer

\[
\begin{align*}
    x_{12} x_{132} x_{13} x_{123} x_{23} x_{213} \\
\end{align*}
\]

End

An important point to note here is that when variables are explicitly declared as integers, an upper bound for these variables is required to be specified since CPLEX assumes that the default for the upper bound is 1. In the above case, we have artificially set the upper bound at 10 since from demand volume values we know that no variables will take more than 10 units of flow at optimality. The optimal solution with integrality requirement is obtained as

\[
\begin{align*}
    x_{12}^* = 1, \ x_{132}^* = 4, \ x_{13}^* = 4, \ x_{123}^* = 6, \ x_{23}^* = 5, \ x_{213}^* = 2 \\
\end{align*}
\]

and the total cost at optimality is 32.
You may note that the optimal objective cost is higher when the variables take integral values compared to the counterpart when variables are allowed to take real values. It is indeed true that for a minimization problem, the optimal cost for the integral-valued problem is always higher than or equal to the counterpart problem when the variables take real values, i.e., when integrality is relaxed. Note that the integrality requirement can be thought of as additional constraints to a problem; any time additional constraints are added to a base problem, the optimal objective cost goes up as long as the objective is minimization based. Finally, note that problems with integrality constraints are in general harder to solve, i.e., more time-consuming in general. Furthermore, a problem with integrality constraints cannot be solved by the simplex method; instead, methods such as branch-and-bound and branch-and-cut are used. Tools such as CPLEX support these methods in addition to the simplex method; this is exactly what happened when we solved Eq. (4.3.5). For very large problems (with many variables and constraints), sometimes commercial solvers are not effective; thus, we resort to developing specialized algorithms by exploiting the structure of a problem; for various approaches to solving large communication network optimization problems, refer to [564].

4.3.2 Load Balancing

We now present the formulation for when maximum link utilization is minimized for the multicommodity case. We first introduce a set of dependent variables for flow on each link. If we denote the link flow on link 1-2 by \( y_{12} \), then based on our discussion earlier, we can write

\[
y_{12} = x_{12} + x_{123} + x_{213}.
\]  

(4.3.6a)

Similarly, for the other two links, we introduce \( y_{13} \) and \( y_{23} \), and write

\[
y_{13} = x_{13} + x_{132} + x_{213}
\]  

(4.3.6b)

\[
y_{23} = x_{23} + x_{132} + x_{123}.
\]  

(4.3.6c)

Given \( y_{12}, y_{13}, y_{23} \), we can write the link utilization as \( y_{12}/c_{12}, y_{13}/c_{13}, y_{23}/c_{23} \) for links 1-2, 1-3, and 2-3, respectively. The maximum link utilization over these three links can be written as

\[
\max\left\{ \frac{y_{12}}{c_{12}}, \frac{y_{13}}{c_{13}}, \frac{y_{23}}{c_{23}} \right\}.
\]  

(4.3.7)

Note that the actual maximum value is influenced by link flow variables, which are, in turn, affected by how much flow is assigned to path flow variables. Recall that the goal of load balancing is to minimize the maximum link utilization. We can write the entire formulation as
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\[ \text{minimize}_{x, y} \quad F = \max \left\{ \frac{y_{12}}{c_{12}}, \frac{y_{13}}{c_{13}}, \frac{y_{23}}{c_{23}} \right\} \]

subject to

\[
\begin{align*}
    x_{12} + x_{132} &= h_{12} \\
    x_{13} + x_{123} &= h_{13} \\
    x_{23} + x_{213} &= h_{23} \\
    x_{12} + x_{123} + x_{213} &= y_{12} \\
    x_{13} + x_{132} + x_{123} &= y_{13} \\
    x_{23} + x_{132} + x_{123} &= y_{23} \\
    y_{12} &\leq c_{12}, \quad y_{13} \leq c_{13}, \quad y_{23} \leq c_{23} \\
    x_{12} &\geq 0, \quad x_{132} \geq 0, \quad x_{13} \geq 0, \quad x_{123} \geq 0, \quad x_{23} \geq 0, \quad x_{213} \geq 0 \\
    y_{12} &\geq 0, \quad y_{13} \geq 0, \quad y_{23} \geq 0.
\end{align*}
\] (4.3.8)

It is important to note that the maximum link utilization is a quantity that lies between 0 and 1 since link flow should be less than the capacity of the respective link for a feasible problem. Note that problem (4.3.8) is, however, not an LP problem since the objective function (4.3.7) is nonlinear; rather it is a piecewise linear function. That means that the standard LP approach that we discussed earlier cannot be directly used. Fortunately, the maximum link utilization function has a nice property. To discuss it, we first introduce the definition of a convex function. A function \( f \) is convex if for any two points \( z_1 \) and \( z_2 \) in its domain, and for a parameter \( \alpha \) in \( 0 \leq \alpha \leq 1 \), the following holds:

\[ f(\alpha z_1 + (1 - \alpha)z_2) \leq \alpha f(z_1) + (1 - \alpha)f(z_2). \] (4.3.9)

This means that the convex combination of the line segment connecting the function values at \( f(z_1) \) and \( f(z_2) \) will be greater than or equal to the function between the points \( z_1 \) and \( z_2 \). A pictorial view is presented in Figure 4.7.

We now consider again the objective (4.3.7); it is easy to see that it is convex; also recall that it is piecewise linear. Thus, if we write (4.3.7) as

\[ r = \max \left\{ \frac{y_{12}}{c_{12}}, \frac{y_{13}}{c_{13}}, \frac{y_{23}}{c_{23}} \right\}, \] (4.3.10)

![Figure 4.7 Convex function.](attachment:convex_function.png)
then clearly \( r \) is greater than or equal to each of its components, i.e.,

\[
\begin{align*}
  r &\geq \frac{y_{12}}{c_{12}}, \\
  r &\geq \frac{y_{13}}{c_{13}}, \\
  r &\geq \frac{y_{23}}{c_{23}}.
\end{align*}
\] (4.3.11)

Since the goal is to minimize Eq. (4.3.7), this is equivalent to minimizing \( r \) subject to constraints Eq. (4.3.11). Using this result and noting that \( r \geq \frac{y_{12}}{c_{12}} \) is the same as \( y_{12} \leq c_{12} r \), and similarly for the other two links, we can write Eq. (4.3.8) as the following equivalent problem:

\[
\begin{align*}
\text{minimize}_{(x,y,r)} & \quad F = r \\
\text{subject to} & \quad x_{12} + x_{132} = h_{12} \\
& \quad x_{13} + x_{123} = h_{13} \\
& \quad x_{23} + x_{213} = h_{23} \\
& \quad x_{12} + x_{132} + x_{213} = y_{12} \\
& \quad x_{13} + x_{132} + x_{213} = y_{13} \\
& \quad x_{23} + x_{132} + x_{123} = y_{23} \\
& \quad y_{12} \leq c_{12}, \quad y_{13} \leq c_{13}, \quad y_{23} \leq c_{23} \\
& \quad y_{12} \leq c_{12} r, \quad y_{13} \leq c_{13} r, \quad y_{23} \leq c_{23} r \\
& \quad x_{12} \geq 0, \quad x_{132} \geq 0, \quad x_{13} \geq 0, \quad x_{123} \geq 0, \quad x_{23} \geq 0, \quad x_{213} \geq 0 \\
& \quad y_{12} \geq 0, \quad y_{13} \geq 0, \quad y_{23} \geq 0.
\end{align*}
\] (4.3.12)

An advantage with the above formulation is that it is an LP problem and, thus, can be solved using an LP solver such as CPLEX. Note that in transforming Eq. (4.3.8) to Eq. (4.3.12), we have introduced an additional variable \( r \) and three additional constraints as given by Eq. (4.3.11).

Example 4.4  Solution for the load balancing problem.

We again considering demand volumes to be \( h_{12} = 5 \), \( h_{13} = 10 \), and \( h_{23} = 7 \), and capacities to be \( c_{12} = 10 \), \( c_{13} = 10 \), and \( c_{23} = 15 \). Using CPLEX on formulation (4.3.12), we obtain the optimal solution as

\[
\begin{align*}
x_{12}^* &= 5, \\
x_{13}^* &= 7.5, \\
x_{123}^* &= 2.5, \\
x_{23}^* &= 7.
\end{align*}
\]

and the maximum link utilization at optimality is \( r^* = 0.75 \).  

Remark 4.1.  Dropping capacity constraints from Eq. (4.3.8) and Eq. (4.3.12).

In formulations (4.3.8) and (4.3.12), constraints \( y_{12} \leq c_{12}, \ y_{13} \leq c_{13}, \) and \( y_{23} \leq c_{23} \) can be dropped from the formulation without changing the problem. If for the optimal solution the maximum link utilization is found to be greater than 1, this automatically implies that the network does not have enough capacity to carry all the demand volume.

4.3.3 Average Delay

We now consider the problem of minimizing the average delay. To do so, we will use link flow variables, \( y_{12}, y_{13}, \) and \( y_{23}, \) that we have introduced in the previous section. The average delay function (see Appendix B.13) is given by

\[
f(y_1, y_2, y_3) = \frac{1}{h_{12} + h_{13} + h_{23}} \left( \frac{y_{12}}{c_{12} - y_{12}} + \frac{y_{13}}{c_{13} - y_{13}} + \frac{y_{23}}{c_{23} - y_{23}} \right). \] (4.3.13)
Since the total external offered load, $h_{12} + h_{13} + h_{23}$, is a constant it can be ignored from the objective function. Similar to Eq. (4.3.8), this time with the average delay function, we can write the formulation as follows:

\[
\begin{align*}
\text{minimize}_{x, y} & \quad F = \left( \frac{y_{12}}{c_{12}-y_{12}} + \frac{y_{13}}{c_{13}-y_{13}} + \frac{y_{23}}{c_{23}-y_{23}} \right) \\
\text{subject to} & \quad x_{12} + x_{132} = h_{12} \\
& \quad x_{13} + x_{123} = h_{13} \\
& \quad x_{23} + x_{213} = h_{23} \\
& \quad x_{12} + x_{132} + x_{213} = y_{12} \\
& \quad x_{13} + x_{123} + x_{213} = y_{13} \\
& \quad x_{23} + x_{132} + x_{123} = y_{23} \\
& \quad y_{12} \leq c_{12}, \quad y_{13} \leq c_{13}, \quad y_{23} \leq c_{23} \\
& \quad x_{12} \geq 0, \quad x_{132} \geq 0, \quad x_{13} \geq 0, \quad x_{123} \geq 0, \quad x_{23} \geq 0, \quad x_{213} \geq 0 \\
& \quad y_{12} \geq 0, \quad y_{13} \geq 0, \quad y_{23} \geq 0.
\end{align*}
\] (4.3.14)

We note that the objective function is undefined whenever the link load for any of the links equals the capacity of that link, a situation that certainly is not desirable when solving the above problem. Thus, in developing an algorithm to solve this formulation, a slightly modified version is used where the link is restricted below the capacity by a small positive quantity, say, $\varepsilon$; that is, a capacity constraint such as $y_{12} \leq c_{12}$ is replaced by $y_{12} \leq c_{12} - \varepsilon$; this is similar for the other two links. Note that we discussed this adjustment earlier for the single-commodity network flow problem.

It is important to note that the objective function is convex when the link flow is less than capacity. However, unlike the maximum link utilization case, this function is not piecewise linear; rather, it is highly nonlinear as the load approaches the capacity. To solve this nonlinear optimization problem, approaches such as the flow deviation algorithm can be used; for example, see [564, Chapter 5]. We will now describe another approach that considers a piecewise linear approximation of the objective function.

First observe that the objective function includes the functional form

\[
f(y) = \frac{y}{c-y}, \quad \text{for } 0 \leq y/c < 1.
\] (4.3.15)

This function, scaled by $c$, i.e., $c f(y)$ can be approximated by the following piecewise linear function by matching the function at several points on the curve such as $\frac{y}{c} = 0, \frac{1}{3}, \frac{2}{3}$, and so on:

\[
\tilde{f}(y) = \begin{cases}
\frac{3}{2}y, & \text{for } 0 \leq \frac{y}{c} \leq \frac{1}{3} \\
\frac{9}{2}y - c, & \text{for } \frac{1}{3} \leq \frac{y}{c} < \frac{2}{3} \\
15y - 8c, & \text{for } \frac{2}{3} \leq \frac{y}{c} < \frac{4}{5} \\
50y - 36c, & \text{for } \frac{4}{5} \leq \frac{y}{c} < \frac{9}{10} \\
200y - 171c, & \text{for } \frac{9}{10} \leq \frac{y}{c} < \frac{19}{20} \\
4000y - 3781c, & \text{for } \frac{y}{c} \geq \frac{19}{20}.
\end{cases}
\] (4.3.16)
FIGURE 4.8 Piecewise linear approximation function (4.3.16) of \( y/(c - y) \) (when \( c = 1 \)).

In Figure 4.8, we have plotted both Eq. (4.3.15) and Eq. (4.3.16) when \( c = 1 \); it is easy to see that the match is very close. Thus, we can say that \( cf(y) \approx \tilde{f}(y) \). The approximate function, (4.3.16), can also be written as the maximum of each of the linear pieces as follows:

\[
\tilde{f}(y) = \max\left\{ \frac{3}{2}y, \frac{9}{2}y - c, 15y - 8c, 50y - 36c, 200y - 171c, 4000y - 3781c \right\}, \quad \text{for } y \geq 0.
\]

(4.3.17)

Recall our approach to transform the minimization of \( \max \) function given by Eq. (4.3.10) in the previous section to an equivalent problem with constraints. We can do the same transformation here, and write the minimization of Eq. (4.3.17) in the following form:

\[
\begin{align*}
\text{minimize}_{\{r\}} \quad & r \\
\text{subject to} \quad & r \geq \frac{3}{2}y \\
& r \geq \frac{9}{2}y - c \\
& r \geq 15y - 8c \\
& r \geq 50y - 36c \\
& r \geq 200y - 171c \\
& r \geq 4000y - 3781c \\
& y \geq 0.
\end{align*}
\]

(4.3.18)

Now consider again Formulation (4.3.14); the objective function has three parts, one for each link, and each of the exact same form \( y/(c - y) \). Thus, for each part, we can use the piecewise linear approximation as we have described above, and introduce variables \( r_{12}, r_{13}, \) and \( r_{23} \) and the related constraints. Using this approximation, and accounting for the scaling factor
Minimize}_{x,y,r} \\ \text{subject to} \\ \begin{align*} \\ F &= \frac{1}{c_{12}} r_{12} + \frac{1}{c_{13}} r_{13} + \frac{1}{c_{23}} r_{23} \\ x_{12} + x_{132} &= h_{12} \\ x_{13} + x_{123} &= h_{13} \\ x_{23} + x_{213} &= h_{23} \\ x_{12} + x_{123} + x_{213} &= y_{12} \\ x_{13} + x_{132} + x_{213} &= y_{13} \\ x_{23} + x_{132} + x_{123} &= y_{23} \\ r_{ij} &\geq \frac{3}{2} y_{ij}, \\ (i,j) &= (1,2), (1,3), (2,3) \\ r_{ij} &\geq \frac{9}{2} y_{ij} - c_{ij}, \\ (i,j) &= (1,2), (1,3), (2,3) \\ r_{ij} &\geq 15 y_{ij} - 8 c_{ij}, \\ (i,j) &= (1,2), (1,3), (2,3) \\ r_{ij} &\geq 50 y_{ij} - 36 c_{ij}, \\ (i,j) &= (1,2), (1,3), (2,3) \\ r_{ij} &\geq 200 y_{ij} - 171 c_{ij}, \\ (i,j) &= (1,2), (1,3), (2,3) \\ r_{ij} &\geq 4000 y_{ij} - 3781 c_{ij}, \\ (i,j) &= (1,2), (1,3), (2,3) \\ x_{12} &\geq 0, \ x_{132} \geq 0, \ x_{13} \geq 0 \\ x_{123} &\geq 0, \ x_{23} \geq 0, \ x_{213} \geq 0 \\ y_{12} &\geq 0, \ y_{13} \geq 0, \ y_{23} \geq 0 \\ r_{12} &\geq 0, \ r_{13} \geq 0, \ r_{23} \geq 0. \end{align*} \\ (4.3.19) \\ 

The good news about the above formulation is that it is an LP problem; as such, we can use tools such as CPLEX.

Example 4.5 Minimization based on a piecewise linear approximation for the delay function.

Again consider demand volumes to be $h_{12} = 5, h_{13} = 10,$ and $h_{23} = 7,$ and capacities to be $c_{12} = 10, c_{13} = 10,$ and $c_{23} = 15.$ For Formulation (4.3.19) using CPLEX, we obtain optimal flows as: $x_{12}^* = 5, x_{13}^* = 8, x_{123}^* = 2,$ and $x_{23}^* = 7.$

Remark 4.2. On Formulation (4.3.19).

First note that similar to the previous section, capacity constraints $y_{12} \leq c_{12}, y_{13} \leq c_{13},$ and $y_{23} \leq c_{23}$ can be ignored from this formulation since a high value of $r_{ij}$ would indicate whether the capacity limit is exceeded. Second, due to piecewise linear approximation, we do not need to worry about issues such as the discontinuity of the nonlinear function, (4.3.15), at the capacity limit.

4.4 Multicommodity Network Flow Problem: General Formulation

In previous sections, we considered a three-node network example, first for the single-commodity network flow problem and then for the multicommodity network flow problem. In this section, we generalize the multicommodity flow problem for an arbitrary size network. First we establish a set of notations that works well for representing a general problem.
4.4.1 Background on Notation

Consider a network with \( N \) nodes that has \( L \) number of links. With \( N \) nodes in a network, there are \( N(N - 1)/2 \) demand pairs possible when we consider bidirectional demands, or \( N(N - 1) \) demand pairs possible when we consider unidirectional demands. In a practical network, not all nodes in the network are sources or sinks for external traffic; there are often transit nodes used solely for the purpose of routing; thus, it makes sense to say that we consider demand pairs that have positive demand volume. Thus, to avoid listing which node pairs have demand and which do not, a simple way to list them is by using a separate index, i.e., \( k = 1, 2, \ldots, K \), where \( K \) is the total number of demand pairs having positive demand volumes. This means that from a pair of demand nodes \( i, j \) a mapping must be maintained to index \( k \), i.e., \( i : j \rightarrow k \).

We illustrate the new labeling/indexing though a three-node network example (see Figure 4.4). In this network (with nodes labeled 1, 2, 3) consider that there are positive demand volumes for node pairs 1 and 2, and 2 and 3, but not between 1 and 3. We can index the demand pairs as follows:

<table>
<thead>
<tr>
<th>Pair</th>
<th>Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:2</td>
<td>1</td>
</tr>
<tr>
<td>2:3</td>
<td>2</td>
</tr>
</tbody>
</table>

with \( K = 2 \). However, if all demand pairs have positive demand volume we can index the demand pairs as follows:

<table>
<thead>
<tr>
<th>Pair</th>
<th>Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:2</td>
<td>1</td>
</tr>
<tr>
<td>1:3</td>
<td>2</td>
</tr>
<tr>
<td>2:3</td>
<td>3</td>
</tr>
</tbody>
</table>

with \( K = 3 \). In other words, actual demand pair mapping to index can be different depending on the number of demands with positive demand volumes. Similarly, candidate paths can be indexed \( p = 1, 2, \ldots, P_k \) for each demand identifier \( k \), where \( P_k \) is the total number of candidate paths for demand \( k \). Consider the three-node network with all demand pairs having positive demand volume. Each demand pair has two possible paths, one direct and the other via the third node; thus, \( P_1 = 2, P_2 = 2, \) and \( P_3 = 2 \). If we label the paths as \( p = 1 \) and \( p = 2 \) for each pair, we can define flow variable (unknown) for demand \( k \) and path \( p \) using the generic name \( x_{kp} \). In the case of the three-node network, we can write

\[
\begin{align*}
 x_{11} + x_{12} &= h_1 \\
 x_{21} + x_{22} &= h_2 \\
 x_{31} + x_{32} &= h_3.
\end{align*}
\]

Note that the above equations are the same as Eq. (4.3.1); only the subscripts are relabeled with the new indexing scheme for demand pairs and paths.
Now we consider indexing for the three links as follows:

<table>
<thead>
<tr>
<th>Link</th>
<th>Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>1</td>
</tr>
<tr>
<td>1-3</td>
<td>2</td>
</tr>
<tr>
<td>2-3</td>
<td>3</td>
</tr>
</tbody>
</table>

With this indexing, the direct path for demand index 1 (i.e., for demand pair 1:2), which is the path index 1, uses link index 1; the alternate path for demand index 1, which is path index 2, uses links 2 and 3. This is similar for the other demand. Thus, we can write the capacity constraints as:

\[
\begin{align*}
\sum_{i=1}^{2} x_{i1} + x_{i2} + x_{i3} &\leq c_i \\
\sum_{i=1}^{2} x_{i1} + x_{i2} + x_{i3} &\leq c_2 \\
x_{31} + x_{12} + x_{22} &\leq c_3.
\end{align*}
\] (4.4.2)

Overall we can write the relationship between a link and a path by indicating which paths take a specific link—such a link-path match-up is marked with a 1 (and 0, otherwise). This is presented in Table 4.1.

Incidentally, the representation shown in Table 4.1 can be thought of as a matrix representation and if it is multiplied on the right with a vector of all path variables \(x\)s in the order listed, we arrive again at the left-hand side of Eq. (4.4.2); the matrix of information for the left side is shown in Table 4.1. As an example, the minimum cost routing problem described earlier in Eq. (4.3.4) can be rewritten with the new labels/indexes for demand pair, link, and paths, as follows:

\[
\begin{align*}
\text{minimize}_{\{x\}} \quad F &= \xi_{11} x_{11} + \xi_{12} x_{12} + \xi_{21} x_{21} + \xi_{22} x_{22} + \xi_{31} x_{31} + \xi_{32} x_{32} \\
\text{subject to} \quad &x_{11} + x_{12} = h_1 \\
 &x_{21} + x_{22} = h_2 \\
 &x_{31} + x_{32} = h_3 \\
 &x_{11} + x_{12} + x_{21} + x_{22} + x_{31} + x_{32} \leq c_1 \\
 &x_{11} + x_{12} + x_{21} + x_{22} + x_{31} + x_{32} \leq c_2 \\
 &x_{11}, x_{12}, x_{21}, x_{22}, x_{31}, x_{32} \geq 0.
\end{align*}
\] (4.4.3)

Because of representation of the relationship between links and paths, the above representation is known as the link-path representation or formulation.

### 4.4.2 Link-Path Formulation

We are ready to consider the general case. Consider an \(N\)-node network with \(K\) demand pairs having positive demand volumes, each with \(P_k(k = 1, 2, \ldots, K)\) candidate paths. Thus, extending from two paths for the three-node network given in Eq. (4.4.1) to the number of paths \(P_k\), we can write

\[
x_{k1} + x_{k2} + \cdots + x_{kp} = h_k, \quad k = 1, 2, \ldots, K.
\] (4.4.4)
Using summation notation, the above can be rewritten as
\[ \sum_{p=1}^{P_k} x_{kp} = h_k, \quad k = 1, 2, \ldots, K. \] (4.4.5)

For capacity constraints, we introduce a new notation, called the $\delta$ notation, which parallels the information presented in Table 4.1. Define
\[ \delta_{kp\ell} = 1 \text{ if path } p \text{ for demand pair } k \text{ uses the link } \ell; 0, \text{ otherwise.} \]

Now consider again Table 4.1; the information that is reflected in the table is in fact nothing but $\delta_{kp\ell}$. For example, when $k = 1, p = 1$ and we consider link $\ell = 1$, then we are referring to the direct link path for demand pair 1:2 and whether it uses the direct link 1-2; since it does, $\delta_{111} = 1$ as we can see from the table. On the other hand, this same path does not use 1-3 (link identifier 2), which means by definition of the $\delta$ notation that $\delta_{121}$ should be zero, which is reflected also in Table 4.1. If we work through a few more examples like these two, we can see that the $\delta$ notation allows us to reflect all capacity constraints, specifically the left-hand side. In general, consider first a specific demand pair $k$; for a specific link $\ell$, the term
\[ \sum_{p=1}^{P_k} \delta_{kp\ell} x_{kp} \]
indicates that we are to add flows for only the paths that use link $\ell$. Now, if we do summation over all $k = 1, 2, \ldots, K$, i.e.,
\[ \sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{kp\ell} x_{kp}, \]
then this term represents the summation of all paths for all demand pairs that use link $\ell$, which is then the link flow for link $\ell$; the link flow will be denoted by the dependent variable $y_\ell$ also, i.e.,
\[ \sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{kp\ell} x_{kp} = y_\ell, \quad \ell = 1, 2, \ldots, L. \]

Since the link flow must be less than or equal to the capacity of the link, then we can write

### Table 4.1 Link-path incidence information.

<table>
<thead>
<tr>
<th>Link</th>
<th>Path</th>
<th>$k = 1, p = 1$</th>
<th>$k = 1, p = 2$</th>
<th>$k = 2, p = 1$</th>
<th>$k = 2, p = 2$</th>
<th>$k = 3, p = 1$</th>
<th>$k = 3, p = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Using summation notation, the above can be rewritten as
\[ \sum_{p=1}^{P_k} x_{kp} = h_k, \quad k = 1, 2, \ldots, K. \] (4.4.5)
TABLE 4.2 Notation used in the link-path formulation.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Given:</strong></td>
<td></td>
</tr>
<tr>
<td>$K$</td>
<td>Number of demand pairs with positive demand volume</td>
</tr>
<tr>
<td>$L$</td>
<td>Number of links</td>
</tr>
<tr>
<td>$h_k$</td>
<td>Demand volume of demand index $k = 1, 2, \ldots, K$</td>
</tr>
<tr>
<td>$c_\ell$</td>
<td>Capacity of link $\ell = 1, 2, \ldots, L$</td>
</tr>
<tr>
<td>$P_k$</td>
<td>Number of candidate paths for demand $k, k = 1, 2, \ldots, K$</td>
</tr>
<tr>
<td>$\delta_{k\ell p}$</td>
<td>Link-path indicator, set to 1 if path $p$ for demand pair $k$ uses the link $\ell$; 0, otherwise</td>
</tr>
<tr>
<td>$\xi_{kp}$</td>
<td>Nonnegative unit cost of flow on path $p$ for demand $k$</td>
</tr>
<tr>
<td><strong>Variables:</strong></td>
<td></td>
</tr>
<tr>
<td>$x_{kp}$</td>
<td>Flow amount on path $p$ for demand $k$</td>
</tr>
<tr>
<td>$y_\ell$</td>
<td>Link-flow variable for link $\ell$</td>
</tr>
</tbody>
</table>

$$y_\ell = \sum_{k=1}^{K} P_k \sum_{p=1}^{P_k} \delta_{k\ell p} x_{kp} \leq c_\ell, \quad \ell = 1, 2, \ldots, L.$$  \hspace{1cm} (4.4.6)

It is easy to see that $y_\ell$ is really a dependent variable, and is used here for convenience; it can be dropped without affecting the overall model. Here we will discuss the general formulation for the minimum cost routing problem. Thus, if $\xi_{kp}$ is the unit cost of path $p$ for demand pair $k$, then we can write

$$\text{Total cost} = \sum_{k=1}^{K} P_k \sum_{p=1}^{P_k} \xi_{kp} x_{kp}.$$ 

Thus, the general formulation for the minimum cost routing problem can be written as

$$\begin{align*}
\text{minimize}_{x} & \quad F = \sum_{k=1}^{K} P_k \sum_{p=1}^{P_k} \xi_{kp} x_{kp} \\
\text{subject to} & \quad \begin{align*}
& \sum_{p=1}^{P_k} x_{kp} = h_k, \quad k = 1, 2, \ldots, K \\
& \sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{k\ell p} x_{kp} \leq c_\ell, \quad \ell = 1, 2, \ldots, L \\
& x_{kp} \geq 0, \quad p = 1, 2, \ldots, P_k, \quad k = 1, 2, \ldots, K.
\end{align*}
\end{align*}$$  \hspace{1cm} (4.4.7)

We now discuss the size of the problem. For an undirected network with $N$ nodes, there are $N(N - 1)/2$ demand pairs, which is also the number of demand constraints if all demand pairs have positive demand volume; for $L$ links, there are $L$ capacity constraints. If on average $P_k$ candidate paths are considered for each demand pair $k$, then the number of flow variables
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TABLE 4.3  Size of minimum cost routing problem (undirected network).

<table>
<thead>
<tr>
<th>$N$</th>
<th>$L$</th>
<th>$\overline{P}_k$ (average)</th>
<th>Variables</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Demand</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>4</td>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>7</td>
<td>315</td>
<td>45</td>
</tr>
<tr>
<td>50</td>
<td>200</td>
<td>10</td>
<td>12,250</td>
<td>1225</td>
</tr>
</tbody>
</table>

is $N(N - 1)\overline{P}_k/2$. In Table 4.3, we list the size of Problem (4.4.7) for several values of $N$, $L$, and $\overline{P}_k$. It is clear that the problem size grows significantly as the network size grows. Still such a formulation can be solved by tools such as CPLEX for problems of reasonable size. Certainly, specialized algorithms can be used as well; for example, see [564] for a survey of different specialized methods.

Remark 4.3. Generating candidate paths for Eq. (4.4.7).

It may be noted that any link-path formulation assumes that a set of candidate paths for each demand pair is available as an input. For many networks, the network administrators have a good sense about what candidate paths to consider—thus such paths are not too difficult to determine. Certainly, a $k$-shortest path algorithm (refer Section 2.8) can be used to generate a set of candidate paths, which can then be used as input to the above models. Since the purpose of candidate paths is to serve as a feeder to the link-path formulation, the $k$-shortest paths can be generated using such an algorithm by using just the hopcount to reflect cost on a link.

The above remark, however, does not indicate how many candidate paths to generate for each demand pair. The following important result gives us a very good clue, instead.

Result 4.1. If Eq. (4.4.7) is feasible, then at most $K + L$ flow variables are required to be nonzero at optimality.

To see the above result, consider just the demand and capacity constraints of Problem (4.4.7). Note that there are $K$ demand constraints that are equations and $L$ capacity constraints that are inequalities. For each capacity constraint, we add a nonnegative variable $s_\ell$ (called the slack variable) to convert it to an equation. Thus, we can write the following system of equations for demand and capacity constraints of Problem (4.4.7):

$$\begin{align*}
\sum_{p=1}^{P_k} x_{kp} = h_k, \quad k = 1, 2, \ldots, K \\
\sum_{k=1}^{K} \sum_{p=1}^{P_\ell} \delta_{k\ell p} x_{kp} + s_\ell = c_\ell, \quad \ell = 1, 2, \ldots, L.
\end{align*}$$

(4.4.8)

Linear programming theory (for example, see Section 1.2 in [397]) says that the number of nonzero variables in any basic feasible solution, a requirement at optimality, is at most require to be the number of equations. Here, we can easily see that there are $K + L$ equations; thus, at most $K + L$ of the flow variables $x_{kp}$ are required to be nonzero at optimality. It should be noted that Result 4.1 is true only when the objective function is linear.
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Example 4.6  **Meaning of Result 4.1.**

Consider the case of \( N = 50 \) nodes from Table 4.3. Since this network has 200 links and all 1225 demand pairs are assumed to have positive demand volume, Result 4.1 implies that at most 1425 out of 12,250 flow variables will need to be nonzero at optimality. More importantly, even if we were to increase the number of candidate paths for each pair from 10 to 20, which increases the total number of flow variables to 24,450, the requirement for the number of nonzero flows at optimality remains at 1425. Note that every demand pair must have at least one nonzero flow due to demand constraints. This means that at most 200 demand pairs will need to have two or more paths with nonzero flows and one path with nonzero flow for at least the remaining 1025 \((= 1225 - 200)\) demand pairs.

Remark 4.4. **Common sense on candidate path generation and relation to optimal solution.**

A general observation from the above discussion is that for a large network, only a very few paths for each demand pair will have nonzero flows at optimality, while most demand pairs will have only a single path with nonzero flow at optimality. The difficulty ahead of time is not knowing which demand pairs will have multiple paths with nonzero flows at optimality; in other words, we do not know exactly which candidate paths to consider as input to the model. Since for most communication networks in practice, network designers and administrators have a reasonable idea on what paths are likely to be on the optimal solution, the candidate path consideration can be tailored as needed. However, there is still a possibility that for a specific network scenario a path that could have been in the optimal solution was not even included in the set of candidate paths; thus, even after solving a model such as Eq. (4.4.7), we might not have arrived at the “ultimate” optimality. This is where we need to keep in mind another important aspect of real-world communication networks; the demand volume used in a multicommodity flow formulation is often an estimate based either on measurements and/or forecast; some error in the demand volume estimate cannot be completely ruled out. Thus, any attempt to find “ultimate” optimality based on demand volume information that has a certain error margin to begin with can be best construed as defying common sense. Thus, a candidate path set with a reasonable number of paths per demand pair suffices in practice. In our experience, we have found that for most moderate to large networks, considering/generating 5–10 candidate paths per demand pair is often sufficient.

We next consider the multicommodity network flow problem where the goal is to minimize the maximum link utilization, i.e., the load balancing case. We will write this using the additional variable \( r \) along with dependent link-flow variables \( y_\ell \). Thus, similar to Eq. (4.3.11) for the three-node case, we can write the constraints

\[
y_\ell \leq c_\ell r, \quad \ell = 1, 2, \ldots, L,
\]

which captures the maximum link utilization factor. Overall, we can write the generation formulation for minimizing maximum link utilization as the following linear programming problem:
\[\begin{align*}
\text{minimize}_{x,y,r} & \quad F = r \\
\text{subject to} & \quad \sum_{p=1}^{P_k} x_{kp} = h_k, \quad k = 1, 2, \ldots, K \\
& \quad \sum_{k=1}^{K} \sum_{p=1}^{P_k} d_{kp\ell} x_{kp} = y_{\ell}, \quad \ell = 1, 2, \ldots, L \\
& \quad y_{\ell} \leq c_{\ell} r, \quad \ell = 1, 2, \ldots, L \\
& \quad x_{kp} \geq 0, \quad p = 1, 2, \ldots, P_k, \; k = 1, 2, \ldots, K \\
& \quad y_{\ell} \geq 0, \quad \ell = 1, 2, \ldots, L \\
& \quad r \geq 0.
\end{align*}\]

\textbf{Remark 4.5. Revisiting Result 4.1 for Eq. (4.4.10).}

Note that Result 4.1 would come out somewhat different for Eq. (4.4.10). An important point about Result 4.1 is that it is driven by the constraints of a problem, other than nonnegative constraints. From Eq. (4.4.10), we can combine the first three sets of constraints into the following two sets of constraints by eliminating \(y_s\):

\[\begin{align*}
\sum_{p=1}^{P_k} x_{kp} = h_k, \quad k = 1, 2, \ldots, K \\
\sum_{k=1}^{K} \sum_{p=1}^{P_k} d_{kp\ell} x_{kp} \leq c_{\ell} r, \quad \ell = 1, 2, \ldots, L
\end{align*}\]

Thus, we still have \(K + L\) equations when we transform the second set to equality by adding slack variables. In this case, at most \(K + L - 1\) flow variables need to be nonzero at optimality since variable \(r\) must be positive at optimality; thus, together, they total \(K + L\) nonzero variables.

\[\sbt\]

For the case of minimizing the average link delay, we can take a similar approach to formulate the general model, especially when using the piecewise linear approximation of the load-latency function as given earlier in Eq. (4.3.16). This formulation as well as how many flows need to be nonzero at optimality is left as an exercise.

\subsection*{4.4.3 Node-Link Formulation}

In this section, we present another approach for representing a multicommodity network flow problem that is based on node-link representation. We will illustrate it for the minimization of maximum link utilization problem; the new notation is summarized in Table 4.4.

The idea here is that instead of taking the notion of paths, the point of view is taken from a node. For any demand volume for a demand pair, a node is either a source node (that is the demand starting point) or a destination node (that is the demand termination point), or an intermediary node where any flow that enters for this demand pair through one link must go out through another link to maintain conservation of flows. While it may not be apparent, the node-link formulation is inherently described for a directed network.
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(with directed links). Somewhat similar to the $\delta$ notation for the link-path formulation, we introduce a pair of $(a, b)$ notation for node-link formulation (see Table 4.4).

Regarding variables, they are considered to be flow variables in terms of links (not paths) for every demand pair. Thus, if we define $z_{\ell k}$ as the amount of flow on link $\ell$ for demand pair identifier $k$, then the flow conservation requirement for $k$ ($k = 1, 2, \ldots, K$) can be written as follows:

$$
\sum_{\ell=1}^{L} a_{\ell v} z_{\ell k} - \sum_{\ell=1}^{L} b_{\ell v} z_{\ell k} = \begin{cases} 
  h_k, & \text{if } v = s_k \\
  0, & \text{if } v \neq s_k, t_k, \quad v = 1, 2, \ldots, N \\
  -h_k, & \text{if } v = t_k.
\end{cases}
$$

The relation between $z_{\ell k}$ and $y_\ell$ can be stated as follows:

$$
\sum_{k=1}^{K} z_{\ell k} = y_\ell, \quad \ell = 1, 2, \ldots, K.
$$

The minimization of the maximum link utilization problem can be represented in the node-link representation by the following linear programming problem:

$$
\text{minimize}_{\{z, y, r\}} \quad F = r
$$

subject to

$$
\sum_{\ell=1}^{L} a_{\ell v} z_{\ell k} - \sum_{\ell=1}^{L} b_{\ell v} z_{\ell k} = \begin{cases} 
  h_k, & \text{if } v = s_k \\
  0, & \text{if } v \neq s_k, t_k, \quad v = 1, 2, \ldots, V \\
  -h_k, & \text{if } v = t_k, \quad k = 1, 2, \ldots, K \\
\end{cases}
$$

$$
\sum_{k=1}^{K} z_{\ell k} = y_\ell, \quad \ell = 1, 2, \ldots, K
$$

$$
y_\ell \leq c_\ell r, \quad \ell = 1, 2, \ldots, K
$$

$$
z_{\ell k} \geq 0, \quad \ell = 1, 2, \ldots, L, \quad k = 1, 2, \ldots, K
$$

$$
y_\ell \geq 0, \quad \ell = 1, 2, \ldots, L
$$

$$
r \geq 0.
$$

Thus, the above formulation is the counterpart of the link-path formulation presented in Eq. (4.4.10) for the minimization of maximum link utilization. An advantage of the node-link formulation is that it is not constrained by the candidate path set being an input. Thus, from a purely theoretical point of view, the node-link formulation is more general. However, once a node-link formulation is solved, it is not easy to construct the optimal paths as well as the flows (except for the single-commodity case). Knowing the paths that have positive flows is often the requirement of many network designers and administrators since this information allows them to see how the demand volume is flowing in the model and whether it is comparable to the observation from the actual network. Thus, the link-path formulation is more practical than the node-link formulation and will be primarily used in the rest of the book. We have presented here the node-link representation because this representation is often used in many scientific publications.


### Table 4.4 Notation used in the node-link formulation.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Given:</strong></td>
<td></td>
</tr>
<tr>
<td>$N$</td>
<td>Number of nodes (indexed by $v = 1, 2, \ldots, N$)</td>
</tr>
<tr>
<td>$K$</td>
<td>Number of demand pairs with positive demand volume</td>
</tr>
<tr>
<td>$L$</td>
<td>Number of links</td>
</tr>
<tr>
<td>$h_k$</td>
<td>Demand volume of demand identifier $k = 1, 2, \ldots, K$</td>
</tr>
<tr>
<td>$s_k$</td>
<td>Source node of demand identifier $k = 1, 2, \ldots, K$</td>
</tr>
<tr>
<td>$t_k$</td>
<td>Destination node of demand identifier $k = 1, 2, \ldots, K$</td>
</tr>
<tr>
<td>$c_\ell$</td>
<td>Capacity of link $\ell = 1, 2, \ldots, L$</td>
</tr>
<tr>
<td>$a_{v\ell}$</td>
<td>Link-path indicator, set to 1 if path $p$ for demand pair $k$ uses the link $\ell$; 0, otherwise</td>
</tr>
<tr>
<td>$b_{v\ell}$</td>
<td>Link-path indicator, set to 1 if path $p$ for demand pair $k$ uses the link $\ell$; 0, otherwise</td>
</tr>
<tr>
<td><strong>Variables:</strong></td>
<td></td>
</tr>
<tr>
<td>$z_{\ell k}$</td>
<td>Flow amount on link $\ell$ for demand $k$</td>
</tr>
<tr>
<td>$y_{\ell}$</td>
<td>Link-flow variable for link $\ell$</td>
</tr>
<tr>
<td>$r$</td>
<td>Maximum link utilization variable</td>
</tr>
</tbody>
</table>

### 4.5 Multicommodity Network Flow Problem: Nonsplittable Flow

In many instances, the demand volume between an origination-destination node pair is not allowed to be split into multiple paths. In this section, we consider the case when the demand volume is nonsplittable. For ease of comparison and simplicity, we will consider the counterpart of the minimum cost routing case given by Eq. (4.4.7) in the link-path representation framework. A similar approach can be taken for other objectives.

From a modeling point of view, we need to pick only a single path out of a set of candidate paths for a demand pair. In other words, the decision to choose a path is a binary decision, however, with the additional requirement that only one of them per demand pair is to be selected. Thus, if we assign a 0/1 decision variable, $u_{kp}$, to path $p$ for demand pair $k$, we must have the requirement that

$$
\sum_{p=1}^{P_k} u_{kp} = 1, \quad k = 1, 2, \ldots, K. \tag{4.5.1}
$$

You may compare this equation with Eq. (4.4.5) to note the differences. To determine the link flow on a link, we need to first identify which candidate paths are using a particular link for a particular demand pair $k$, i.e., $\sum_{p=1}^{P_k} s_k \delta_{kp} u_{kp}$ on link $\ell$. To bring into account the demand volume $h_k$ with this expression, we simply multiply it and obtain $\sum_{p=1}^{P_k} s_k \delta_{kp} h_k u_{kp}$. Since only one path is selected, $h_k$ is counted only once for the path selected, although multiple candi-
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date paths for a demand pair are potentially likely to use a particular link. Now, summing
over all demand pair, and bringing the capacity constraint requirement, we can write

\[
\sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{kpe} h_{kp} u_{kp} \leq c_\ell, \quad \ell = 1, 2, \ldots, L
\]  

as the counterpart to Eq. (4.4.6). Then, the minimum cost routing problem with nonsplittable
multicommodity flow can be written as:

\[
\text{minimize}_{\{u\}} \quad F = \sum_{k=1}^{K} \sum_{p=1}^{P_k} \xi_{kp} h_{kp} u_{kp} \\
\text{subject to} \\
\sum_{p=1}^{P_k} u_{kp} = 1, \quad k = 1, 2, \ldots, K \\
\sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{kpe} h_{kp} u_{kp} \leq c_\ell, \quad \ell = 1, 2, \ldots, L \\
u_{kp} = 0 \text{ or } 1, \quad p = 1, 2, \ldots, P_k, \quad k = 1, 2, \ldots, K.
\]  

It is easy to see the similarity between this formulation and Formulation (4.4.7). The main dif-
fERENCE is that the nonsplittable flow problem is an integer multicommodity flow model, with
the special requirement that only one path is be chosen for each demand pair. It is interesting
to note that if we relax the binary requirement on \( u_{kp} \) in the above formulation and allow
\( u_{kp} \)s to also take fractional values between 0 and 1 instead, the relaxed problem is equivalent
to Formulation (4.4.7) since we can then write \( x_{kp} = h_{kp} u_{kp} \).

4.6 Summary

In this chapter, we introduce you to network flow modeling, especially to link-path formu-
lation of the single and multicommodity network flow problems along with consideration of
different objective functions. Such models are often used in traffic engineering of comмуnic-
cation networks. Thus, the material here serves the purpose of introducing you to how to do
abstract representations of flows and paths, especially when it comes to network modeling.

It may be noted that we have presented Formulations (4.4.7) and (4.4.10) assuming that
flow variables take continuous values. In many communication networks problems, flow
variables are integer-valued only or the demand volume for a demand pair is nonsplittable
(refer to Formulation (4.5.3)). Similarly, objective functions other than the ones illustrated here
can be developed for appropriate problems. These variations will be introduced later in the
book as and when we discuss specific communication network routing problems.

Further Lookup

Kalaba and Juncosa [345] in 1956 were the first to address problems in communication net-
working using a multicommodity flow approach; incidently, their formulation can be consid-
ered the first node-link–based multicommodity flow representation in which the term message
is used to generically describe communication demand. A quote from this paper is interesting: “In a system such as the Western Union System, which has some 15 regional switching centers all connected to each other, an optimal problem of this type would have about 450 conditions (constraints) and involve around 3000 variables.” By referencing the Kalaba–Juncosa paper, Ford and Fulkerson [232] were perhaps the first to formulate the maximal flow multicommodity problem using the link-path representation; incidently, the origin of the “delta” notation (i.e., $\delta_{kpl}$) can be attributed to this work.

While we have briefly discussed solution approaches to models presented here, this chapter primarily focuses on problem formulation. We have, however, mentioned tools such as CPLEX to solve such formulations. While such tools work well, they might not be the best tools for all types and sizes of multicommodity network flow problems. A detailed discussion of various algorithms that might be applicable is outside the scope of this book. Thus, we direct you to the companion book [564] if you are interested in understanding the details of algorithmic approaches and implementation for a variety of network flow models.

Finally, for additional discussion on network flow modeling, see books such as [6], [80].

**Exercises**

4.1 Consider a three-node network where the nodes are denoted by 1, 2, and 3. You’re given the following information:

<table>
<thead>
<tr>
<th>Pair</th>
<th>Demand</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:2</td>
<td>5</td>
</tr>
<tr>
<td>1:3</td>
<td>9</td>
</tr>
<tr>
<td>2:3</td>
<td>–</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Link</th>
<th>Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>10</td>
</tr>
<tr>
<td>1-3</td>
<td>10</td>
</tr>
<tr>
<td>2-3</td>
<td>5</td>
</tr>
</tbody>
</table>

Assume that only direct routing is allowed for pair 1:2 demand, while the other pair is allowed to split its demand volume.

(a) Formulate the minimum cost routing problem assuming that the cost of unit flow on any link is one, except 2-3 where it is zero. Determine the optimal solution.

(b) Formulate the problem of optimal load balancing (min-max) flows in the network. Determine the optimal solution.

4.2 Consider a four-node ring network where nodes are connected as follows: 1-2-3-4-1. Assume that demand volume between 1 and 3 is 25, between 2 and 4 is 30, and between 2 and 3 is 10. Capacity on each link is 50.

(a) Formulate an optimization problem in which the goal is to maximize free capacity availability. Determine the optimal flow for this objective.

(b) Formulate an optimization problem in which the goal is to load balance the network. Determine the optimal flow for this objective.

(c) What would happen when we consider either of the above objectives if the following additional requirement is added: the demand volume for each demand pair must not be split into two paths?
4.3 Consider a four-node network in which nodes are numbered 1, 2, 3, 4. All nodes are
directly connected to each other except that there is no link between nodes 1 and 2.

Link capacities are given as follows: 30 on link 1-3, 5 on link 1-4, 15 on link 2-3, 10 on link
2-4, and 10 on link 3-4.

Demand volumes are given to be 15 for pair 1:2, 20 for pair 1:3, and 10 for pair 2:3.

(a) Formulate the load balancing optimization problem, and determine the optimal so-
lution.

(b) Formulate the problem of minimizing average delay where the average delay is ap-
proximated using the piecewise linear function (4.3.16). Determine the optimal solu-
tion.

4.4 Consider the nine-node Manhattan street network in Figure 4.9.

(a) Assume that all links have 100 units of capacity, and the goal is to load balance the
network. Find optimal flows (1) if a single demand between node 1 and 9 with vol-
ume of 60 units is considered, (2) if two demands, one between 1 and 9 and another
between 3 and 7, each of volume 60, considered.

(b) Assume that all links have 100 units of capacity except for links 2-5, 4-5, 5-6, 5-8,
which have 60 units of capacity. The goal is to load balance the network. Find op-
timal flows (1) if single demand between node 1 and 9 with volume of 60 units is
considered, (2) if two demands, one each between 1 and 9 and another between 3
and 7, each of volume 60, are considered.

4.5 Consider the same demand/capacity scenarios described in Exercise 4.4. Find optimal
flows if minimum cost routing is the objective used instead (assume unit cost of flow on
each link).

4.6 Consider the same demand/capacity scenarios described in Exercise 4.4. Find optimal
flows if a composite objective function that combines minimum cost routing with load
balancing is used. Determine how the solution changes as the parameters associated with
the cost components of the composite object are varied.
Part II: Routing in IP Networks

In this part, we focus on routing in IP networks. It is divided into five chapters.

In Chapter 5, we first present the basic background on IP routing in the presence of IP addressing, and how the routing table is organized and used by routers for packet forwarding. We then present protocols for Internet that falls into the distance vector protocol family. Specifically, we discuss three well-known protocols RIP, IGRP, and EIGRP. The connection is also drawn between a protocol specification such as RIP and and the basic concept of a distance vector protocol.

Chapter 6 covers OSPF and integrated IS-IS. In discussing OSPF, we point out why different types of link statement advertisements are required to cater to the needs in different operational configuration scenarios. For the integrated IS-IS protocol, we show its similarities and subtle differences with OSPF, although as of now there are no fundamental differences.

An important aspect of efficient routing in an operational network is proper traffic engineering. In Chapter 7, we show how network flow modeling can be applied to determine link weights for IP traffic engineering. In doing so, we also discuss how traffic demands are taken into account in the traffic engineering decision process.

Next, we present Border Gateway Protocol (BGP) in Chapter 8. The role of BGP in the Internet is critical as it allows exchange of reachable IP prefixes and in determining AS-paths. There are, however, several attributes to consider in the path selection process; more importantly, policy constraints are also taken into account. Thus, many facets of BGP are covered in this chapter.

Finally, in Chapter 9, we present Internet routing architectures. This brings together how BGP is used, interaction between different domains either through public or private peering, and how points of presence are architected. Furthermore, we discuss growth in routing table entries.
5

IP Routing and Distance Vector Protocol Family

If I have seen further than others, it is by standing upon the shoulders of giants.

Isaac Newton

Reading Guideline
This chapter is geared to provide you with details of distance vector protocols RIP, IGRP, and EIGRP. Thus, each topic can be read separately. However, to understand the context of the protocols, some basics are included at the beginning about routers and networks, including addressing. A comparative summary of these protocols including a discussion on configuration complexity is provided at the end in the section titled Summary.
In this chapter, we start with the basics of IP routing. Thus, this builds on our overview discussion about IP addressing and routing, presented in Chapter 1. We then present IP distance vector routing protocol family: Routing Information Protocol (RIP), Interior Gateway Routing Protocol (IGRP), and Enhanced Interior Gateway Routing Protocol (EIGRP). In subsequent chapters, we will discuss Open Shortest Path First (OSPF) and Intermediate System to Intermediate System (IS-IS)—two link state routing protocols, followed by Border Gateway Protocol (BGP), the path vector protocol used in the Internet.

The primary goal here is to see how a specific protocol is described and its intrinsic features, including any limitations. We also discuss any specific issues that need addressing to go from the basic concept of a distance vector protocol to an actual protocol used in IP networks. To consider various protocols in an IP network, it is helpful to understand how IP addressing and routing tables are related to a router-based IP network. Furthermore, since communication of any routing information brings up the issue of whether this information is reliably delivered, we also discuss how the TCP/IP protocol stack plays a role.

The protocols described here were all originally intended for IP intradomain networks but are possible to use for interdomain routing interactions. In this regard, we also present a short discussion on route redistribution.

5.1 Routers, Networks, and Routing Information: Some Basics

In this section, we will discuss a few important points in regard to an IP network and communication of routing information. This is helpful in understanding and differentiating how a real protocol’s applicability to a networking environment requires consideration of the addressing mechanism, and in considering unreliable or reliable delivery of routing information, the functionalities provided in the TCP/IP protocol stack. It is important that you are familiar with IPv4 addressing, subnetting, and CIDR, and the basics of the TCP/IP protocol stack, described earlier in Chapter 1.

5.1.1 Routing Table

A communication network connects a set of nodes through links so that traffic can move from an originating node to a destination node; for all the traffic to go to its destination, nodes in the network must provide directions so that the traffic goes toward the destination. To do that, each node in the network maintains a routing table so that user traffic can be forwarded by looking up the routing table to the next hop. In Chapter 3, we indicated that nodes need identifiers along with a link identifier so that those identified can be used in the routing table.

In an IP network, nodes are routers and links are often identified by interfaces at each end of routers. However, user traffic originates from host computers and goes to other host computers in the network; that is, the traffic does not originate or terminate at the router level (except routing information traffic between routers). Thus, we first need to understand what entries are listed in the routing table at an IP router if the traffic eventually terminates at a host.

To understand this, we need to refer to IP addressing and its relation to routing table entries. A routing table entry at a router can contain information at three levels: addressable networks (or IP prefixes, or network numbers), subnets, or directly at the host level, which is
conceptually possible because the IP addressing structure allows all three levels to be specified without any change in the addressing scheme. These three levels are often referred to using the generic term *routes*. Furthermore, this also means that a router maintains entries for IP destinations, *not* to the router itself. We will now illustrate the relationship between an IP addressing and routing table through a three-node example shown in Figure 5.1. For simplicity, we consider routing table entries for addressable networks at Class C address boundaries, and thus, subnet masking is /24.

In Figure 5.1, the IP core network consists of three routers: “Alpha,” “Bravo,” and “Charlie;” they help movement of traffic between the following subnets: 192.168.4.0, 192.168.5.0, 192.168.6.0, and 192.168.7.0; as you can see, these are the networks attached to routers Alpha, Bravo, and Charlie, respectively. You will also notice that we use another set of IP addresses/subnets to provide interfacing between different routers; specifically, address block 192.168.1.0 between routers Alpha and Bravo, 192.168.2.0 between routers Alpha and Charlie, and 192.168.3.0 between routers Bravo and Charlie. Furthermore, each interface that connects to a router has a specific IP address; for example, IP address 192.168.1.2 is on an interface on router Bravo that router Alpha sees while IP address 192.168.3.1 is on another interface that router Charlie sees while 192.168.5.254 is on yet another interface that the addressable network 192.168.5.0 sees. We have shown the routing table at each router for all different address blocks in Table 5.1.

Now consider host “catch22” with IP address 192.168.4.22 in the network 192.168.4.0 that has an IP packet to send to host “49ers” with IP address 192.168.5.49 in network 192.168.5.0. This packet will arrive at router Alpha on the interface with IP address 192.168.4.254; through routing table lookup, router Alpha realizes that the next hop is 192.168.1.2 for network 192.168.5.0 and will forward the packet to router Bravo. On receiving this packet, router Bravo realizes that network 192.168.5.0 is directly connected and thus will send it out on interface 192.168.5.254. Now, consider an IP packet going in the reverse direction from 49ers to catch22. The packet will arrive at the interface with IP address 192.168.5.254 at router Bravo. Immediately, router Bravo realizes that for this packet, the next hop is 192.168.1.1 to forward to router Alpha. On receiving this packet, router Alpha will recognize that network 192.168.4.0 is...
TABLE 5.1 Routing table at each router for the network shown in Figure 5.1.

<table>
<thead>
<tr>
<th>Network/Mask</th>
<th>Next Hop</th>
<th>Network/Mask</th>
<th>Next Hop</th>
<th>Network/Mask</th>
<th>Next Hop</th>
</tr>
</thead>
<tbody>
<tr>
<td>192.168.1.0/24</td>
<td>direct</td>
<td>192.168.1.0/24</td>
<td>direct</td>
<td>192.168.1.0/24</td>
<td>192.168.2.1</td>
</tr>
<tr>
<td>192.168.2.0/24</td>
<td>direct</td>
<td>192.168.2.0/24</td>
<td>192.168.1.1</td>
<td>192.168.2.0/24</td>
<td>direct</td>
</tr>
<tr>
<td>192.168.3.0/24</td>
<td>192.168.1.2</td>
<td>192.168.3.0/24</td>
<td>direct</td>
<td>192.168.3.0/24</td>
<td>direct</td>
</tr>
<tr>
<td>192.168.4.0/24</td>
<td>direct</td>
<td>192.168.4.0/24</td>
<td>192.168.1.1</td>
<td>192.168.4.0/24</td>
<td>192.168.2.1</td>
</tr>
<tr>
<td>192.168.5.0/24</td>
<td>192.168.1.2</td>
<td>192.168.5.0/24</td>
<td>direct</td>
<td>192.168.5.0/24</td>
<td>192.168.3.1</td>
</tr>
<tr>
<td>192.168.6.0/24</td>
<td>192.168.2.2</td>
<td>192.168.6.0/24</td>
<td>192.168.3.2</td>
<td>192.168.6.0/24</td>
<td>direct</td>
</tr>
<tr>
<td>192.168.7.0/24</td>
<td>192.168.2.2</td>
<td>192.168.7.0/24</td>
<td>192.168.3.2</td>
<td>192.168.7.0/24</td>
<td>direct</td>
</tr>
</tbody>
</table>

directly connected and thus will forward it along the interface with IP address 192.168.4.254. Now let us consider what catch22 and 49ers might see based on interface addresses:

192.168.4.22 (catch22) —> 192.168.4.254 (Alpha) —> 192.168.1.2 (Bravo) —> 192.168.5.49 (49ers)
192.168.5.49 (49ers) —> 192.168.5.254 (Bravo) —> 192.168.1.1 (Alpha) —> 192.168.4.22 (catch22)

Thus, catch22 sees Alpha as 192.168.4.254, while Bravo sees the same router as 192.168.1.1. From an interface point of view, both are correct. How do we know that these two IP addresses “belong” to the same router? From a cursory look at IP interface addresses, there is no simple way to know this since there is going to be an address for each interface, and a router has to have at least two interfaces (otherwise, it is not routing/forwarding anything!). To avoid any confusion, a router is assigned a router ID, which is either one of the interface addresses or a different address altogether. For example, typically the interface address with the highest IP address is assigned as the address of the router. For ease of human tracking, a router with its different interfaces is typically associated with an easy to remember domain name, say Alpha.NetworkRouting.net; then, interface addresses are assigned relevant domain names such as 4net.Alpha.NetworkRouting.net and 1net.Alpha.NetworkRouting.net, so that the subnets can be easily identified and their association with a router is easy to follow.

In the above illustration, we have used a Class C address block for addressable networks. We can easily add a subnet in the routing table that is based on variable-length subnet masking (VLSM) where the subnet mask needs to be explicitly noted due to CIDR. Further more, a host can have an entry in the routing table as well. Suppose a host with IP address 192.168.8.88 is directly connected to router Charlie through a point-to-point link (not shown in Figure 5.1). If this is so, all routers will have an entry in the routing table for 192.168.8.88 (see Exercise 5.8). Usually, direct connection of hosts to a router is not advisable since this can lead to significant growth in the routing table, thus impacting packet processing and routing table lookup (see Chapter 15).

From the above illustration, you may also notice that the term network is used in multiple ways. Consider the following statement: user traffic moves from a network to another network that is routed through one or more routers in the IP network. Certainly, this is a confusing statement. To translate this, the first two uses of network refer to a network identified through an IP prefix where traffic originates or terminates at hosts, while the third use of network refers to a network in the topological sense where routers are nodes connected by links.
The first two uses of network are also referred to as route. Since a routing table can have an entry directly for a specific host (at least in theory), the term route is a good term without being explicit as to whether it is a network number or a host. For clarity and to avoid confusion, a network identified using an IP prefix will be referred to as network number or addressable network, or simply as IP prefix; we will also use the term route interchangeably. This then avoids any confusion with the generic term network used throughout the book.

5.1.2 Communication of Routing Information

An important aspect of the TCP/IP protocol stack is that all types of communications must take place within the same TCP/IP stack framework; that is, there are no separate networks or channels or dedicated circuits for communicating control or routing messages separately from user traffic. To accommodate different types of messages or information, the TCP/IP stack provides functionalities at both the IP layer and the transport layer; this is done differently for different routing protocols. For example, in the case of the RIP protocol, messages are communicated above the transport layer using a UDP-based port number; specifically, port number 520 is used with UDP as the transport protocol. How about other routing protocols? BGP is assigned port number 179 along with TCP as the transport protocol. However, for several routing protocols, identification is done directly above the IP layer using protocol number field; for example, protocol number 9 for IDRP protocol, 88 for EIGRP, and 89 for OSPF protocol. It may be noted that reliability of message transfer in BGP is inherently addressed since TCP is used; however, for OSPF and EIGRP, which require reliable delivery of routing information, reliability cannot be inherently guaranteed since they are directly above the IP layer; thus, for communication of routing information in OSPF, for example, through flooding, it is required that the protocol implementation ensures that communication is reliable by using acknowledgment and retransmission (if needed). In any case, while it may sound strange, all routing protocols act as applications in the TCP/IP framework where RIP and BGP are application layer protocols while OSPF and IS-IS are protocols that sit just above the IP layer. In other words, to get the routing information out for the IP layer to establish routing/forwarding of user traffic, the network relies on a higher layer protocol.

5.2 Static Routes

While routing protocols are useful to determine routes dynamically, it is sometimes desirable in an operational environment to indicate routes that remain static. These routes, referred to as static routes, are required to be configured manually at routers. For example, sometimes a network identified by an IP prefix is connected to only one router in another network; this happens to be the only route out to the Internet. Such a network is called a stub network; in such a case, a static route can be manually configured to a stub network. Static routes can also be defined when two autonomous systems must exchange routing information.

It is important to set up any static routes carefully. For example, if not careful, it is possible to get into open jaw routes. This terms means that there is a path defined from an origin to a destination; however, the destination takes a different path in return that does not make it back to the origin.
5.3 Routing Information Protocol, Version 1 (RIPv1)

RIP is the first routing protocol used in the TCP/IP-based network in an intradomain environment. While the RIP specification was first described in RFC 1058 in 1988 [290], it was available when RIP was packaged with 4.3 Berkeley Software Distribution (BSD) as part of “routed” daemon software in the early 1980s. The following passage from RFC 1058 is interesting to note: “The Routing Information Protocol (RIP) described here is loosely based on the program routed, distributed with the 4.3 Berkeley Software Distribution. However, there are several other implementations of what is supposed to be the same protocol. Unfortunately, these various implementations disagree in various details. The specifications here represent a combination of features taken from various implementations.”

The name RIP can be deceiving since all routing protocols need to exchange “routing information.” RIP should be understood as an instance of a distance vector protocol family, regardless of its name. It was one of the few protocols for which an implementation was available before a specification was officially complete. The original RIP is now referred to as RIP version 1, or RIPv1 in short. It has since evolved to RIPv2, which is standardized in RFC 2453 [442].

RIP remains one of the popular routing protocols for a small network environment. In fact, most DSL/cable modem routers such as the ones from Linksys come bundled with RIP. Thus, if you want to set up a private layer-3 IP network in your home or small office, you can do so by using multiple routers where you can invoke RIP.

5.3.1 Communication and Message Format

Since distance vector information is obtained from a neighboring router, the communication of routing information is always between two neighboring routers in the case of RIP. Furthermore, since RIP is UDP based, there is no guarantee that a routing information message is received by a receiving router. Also, no session is set up; a routing packet is just encapsulated and sent to the neighbor, normally through broadcast. Thus, we can envision a routing packet in the TCP/IP stack as shown in Figure 5.2.

Next we consider the format of a RIPv1 message; this is shown in Figure 5.3. As a commonly accepted convention in IP, the packet format for RIPv1 is shown in 32-bit (4-byte) boundaries. A RIPv1 message has a common header of 4 bytes, followed by a 20-byte message for each route for which the message is communicating, up to a maximum of 25 routes/addresses. Thus, the maximum size of a RIP message (including IP/UDP headers)
is 20 + 8 + 4 + 25 × 20 = 532 bytes while the minimum is 20 + 8 + 4 + 20 = 52 bytes. It is important to note that the message size does not limit the size of the network in terms of the number of routers; rather it is in terms of the number of addressable networks or routes. Consider again the three-router network shown in Figure 5.1 along with the routing table in Table 5.1. We can see that there are seven different addressable networks while there are three routers; thus, the routing table needs to have entries for all seven addressable networks, not in terms of routers.

It is important to note that the message size does not limit the size of the addressing networks to 25 networks (certainly not to routers); if an IP network has more than 25 addressable networks, say 40 of them, a neighbor can send distance vector information for 25 addressable networks in one message and the rest of the 15 addressable networks in another message.

Let us now look at the various fields. A common practice in many protocols is to have some spaces left out for future enhancement of the protocol; often, these spaces are marked with Must Be Zero. As can be seen, there are many places where this occurs in the RIPv1 message format; soon, we will see how some of them are utilized in the RIPv2 message format. Thus, a RIPv1 message has the following five fields: command, version, address family identifier, IP address, and metric. They are described below with command being discussed last:

- **Version** (1 byte): This field indicates the RIP protocol version. This is set to 1 for RIPv1. If this field happens to be zero, the message is to be ignored.
- **Address family identifier** (2 bytes): This field identifies the address family. This is set to 2 for the IP address family. Originally, the intent was to provide RIP for other address fam-
ilies, although in practice this RIP packet format has not been used for any other address family. There is a special use case when this field is set to zero; see command field below.

- **IP address** (4 bytes): This is the destination network, identified by a subnet or a host.
- **Metric** (4 bytes): This is based on hop count; it is a number between 1 and 16 where 16 means unreachable or infinity.
- **Command** (1 byte): This field is used for different command sets in a RIPv1 message. While there were five different commands originally defined, only two are used: request and response; the others are obsolete. The request command can be used by a router to request a neighboring router for distance vector information. If the entire routing table is desired, a request message (referred to as “request-full”) is sent where the address family identifier is set to 0 and the metric to infinity; the response, however, follows a split horizon (see Section 3.3.3). However, if responses are sought for a set of address blocks (referred to as “request-partial”), the request flag is set, the address family identifier is set to IP, and the addresses are listed; the responding router sends a response to all addresses listed; no split horizon is done in this case. This is with the understanding that such a special request is not a normal request. It may be noted that the periodic distance vector update message is also sent with command set to response mode. Since there is no identification field in a RIPv1 message (unlike, say, a DNS message format), a receiving router has no direct way to determine whether the response was a periodic response or a response to its “request-full” or “request-partial.”

Due to the availability of the request message type, RIP can do information pull, instead of completely relying on information push.

### 5.3.2 General Operation

The following are the primary operational considerations in regard to the RIP protocol:

- **General packet handling**: if any of the must-be-zero fields have nonzero values anywhere or if the version field is zero, the packet is discarded.
- **Initialization**: when a router is activated and it determines that all the interfaces are alive, and it broadcasts a request message that goes to all interfaces in the “request-full” mode. The neighboring routers handle responses following the split horizon rule. Once the responses are received, the routing table is updated with new routes the router has learned about.
- **Normal routing updates**: in the default case, this is done approximately every 30 sec (“Autoupdate timer”) where updates are broadcasted with command fields set to the response mode; as discussed earlier about timer adjustment in Section 3.3.3, a large variation is added to avoid the pendulum effect.
- **Normal response received**: the routing table is updated by doing the distributed Bellman–Ford step; only a single best route is stored for each destination.
• Triggered updates: if the metric for an addressable network changes, an update message is generated containing only the affected networks.

• Route expiration: if an addressable network has not been updated for 3 min ("expiration timer") in the default case, its metric is set to infinity and it is a candidate for deletion. However, it is kept in the routing table for another 60 sec; this extra time window is referred to as garbage collection or flush timer.

5.3.3 Is RIPv1 Good to Use?

In some sense, RIP has gone through the growing pains of being one of the oldest routing protocols in practice, coupled with the fact that it is a distance vector protocol that has various problems. Some key problems have been addressed through triggered update and avoiding the pendulum effect. However, it cannot avoid the looping problem and slow convergence.

In addition, RIP inherently imposes a few additional restrictions: the link cost is based only on hop count, a destination cannot be longer than 15 hops (since infinity is defined to be 16), and subnet masking is not provided. The last item deserves further elaboration. If you look at the RIPv1 message format, you will notice that it has a field for the addressable network, but no way to indicate anything specific about this network. This is partly because RIPv1 is an old protocol from the days of IP classful addressing; that is, RIPv1 assumes that an address included follows a Class A, Class B, Class C boundary implicitly. Subnet masking is an issue only for an address block that is not directly connected to a router. We illustrate this by considering the example network shown in Figure 5.1. Suppose that we want to connect subnet address block 172.16.1.0 to router Alpha and subnet 172.16.2.0 to router Charlie. RIPv1, however, implicitly assumes 172.16.0.0 to be a Class B address and thus cannot make the distinction; this means subnet allocation to different routers would not be routable, especially for traffic coming from a network attached to router Bravo.

From an actual operational point of view, RIPv1 is good to use in a small network environment where links are not likely to fail; this means looping is unlikely to occur. It is also good to use when link cost is not a factor, for example, a simple campus network or a small home network or a simple topology (e.g., hub-and-spoke) where the traffic may be low compared to the link speed. If a link or an interface card is likely to fail, RIPv1 faces serious transient issues including possibly creating black hole routes.

5.4 Routing Information Protocol, Version 2 (RIPv2)

RIPv2 [442] extends RIPv1 in several ways. Most importantly, it allows explicit masking; also, authentication is introduced. Authentication refers to using some mechanism to authenticate the message and/or its contents when a router receives it in such a way that it knows that the data can be trusted. To do that, changes were introduced in the RIP message format from v1 while keeping the overall format similar by taking advantage of fields previously marked as must be zero. This also shows why when designing a protocol, it is good to leave some room for future improvement. Thus, we start with the basic packet format as shown in Figure 5.4.

We can see from Figure 5.4 that the common header part, i.e., the first 4 bytes, is the same as in RIPv1; in this, case the version field is set to 2, and the must-be-zero field is labeled as
unused while command can be either a request or a response. We now discuss the new ones beyond RIPv1:

- **Route Tag** (2 bytes): this field is provided to differentiate internal routes within a RIP routing domain from external routes. For internal routes, this field is set to zero. If a route is obtained from an external routing protocol, then an arbitrary value or preferably the autonomous system number of the external route is included here to differentiate it from internal routes.

- **Subnet mask** (4 bytes): this field allows routing based on subnet instead of doing classful routing, thus eliminating a major limitation of RIPv1. In particular, variable-length subnet masking (VLSM) may be used.

- **Next hop** (4 bytes): typically, an advertising router is the best next hop from its own viewpoint when it lets its neighbors know about a route; at least, this is the basic assumption. However, in certain unusual circumstances, an advertising router might want to indicate a next hop that is different from itself, such as when two routing domains are connected on the same Ethernet network ([189], [441]).

Unlike RIPv1, RIPv2 allows a simple form of authentication. For the purpose of authentication, a first entry block of 20 bytes can be allocated for authentication instead of being a route entry. That is, when authentication is invoked, a RIPv2 message can contain only a maximum of 24 routes since one route table entry is used up for authentication. The address family identifier for the authentication part is tagged as 0xFFFF (i.e., all 1s, written in hexadec-
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5.4.1 Authentication

Authentication can be added to the RIPv2 package as shown in Figure 5.5. The authentication type is set to 2 to indicate that it is a simple clear-text password; then the remaining 16 bytes contain the clear-text password. The packet format with authentication is shown in Figure 5.5. Certainly, a clear-text password is not a very good form of authentication. Thus, in practice, this is not used much.

From an operational consideration, RIPv2 messages are multicast on 224.0.0.9 instead of broadcast as was done in RIPv1. However, a network can be configured where routers can be on a nonbroadcast network; an example of a nonbroadcast network is an ATM network. Then, point-to-point unicast can be used for sending routing information. We also note that the address family identifier can now take three values: 2 for normal IP addressing, all 1s for authentication, which is done only in the first route entry after the common header, and 0 (coupled with metric set to 16) to a request message to obtain a full distance vector from a neighbor. In the common header, the unused field means that they do not need to be all zeros like RIPv1; that is, any information in this field will be ignored as opposed RIPv1’s handling to discard the packet if this field contains nonzero entries.

RIPv2 has been extended for use with IPv6 addressing; this extension is known as RIPng [443]. They are very similar otherwise; see Table 5.2 later in the chapter for a quick comparison.
5.5 Interior Gateway Routing Protocol (IGRP)

IGRP was developed by Cisco primarily to overcome the hop count limit and hop count metric of RIPv1. In general, IGRP differs from RIPv1 in the following ways:

- IGRP runs directly over IP with protocol type field set to 9.
- Autonomous system is part of the message fields.
- Distance vector updates include five different metrics for each route, although one is not used in computing the composite metric.
- External routes can be advertised.
- It allows multiple paths for a route for the purpose of load balancing; this requires modification of the Bellman–Ford computation so that instead of a single best path to a destination, multiple “almost” equal cost paths can be stored.

IGRP’s normal routing update is sent every 90 sec on average with a variation of 10% to avoid synchronization. It has an invalid timer to indicate nonreachability of a route; this is set to three times the value of the update period. It is important to note that IGRP does not support variable length subnet masking, much like RIPv1; this is an instance in which IGRP differs from RIPv2.

5.5.1 Packet Format

IGRP packet is fairly compact consisting of 12-byte header fields followed by 14 bytes for each route entry (see Figure 5.6). The header field consists of the following fields:

- **Version** (4 bits): This field is set to 1.
- **Opcode** (4 bits): This field is equivalent to the command code in RIP. 1 is a Request and 2 is an Update. In case of a request, only the header is sent; there are no entries.
- **Edition** (1 byte): A counter that is incremented by the sender; this helps prevent a receiving router from using an old update; it essentially plays the role of a timestamp.
- **Autonomous system number** (2 bytes): ID number of an IGRP process.
- **Number of interior routes** (2 bytes): A field to indicate the number of routing entries in an update message that are subnets of a directly connected network.
- **Number of system routes** (2 bytes): This is a counterpart of the number of interior routes; this field is used to indicate the number of route entries that are not directly connected.
- **Number of exterior routes** (2 bytes): The number of route entries that are default networks. This and the previous two fields, the number of interior routes and the number of system routes, together constitute the total number of 14-byte route entries.
- **Checksum** (2 bytes): This value is calculated on the entire IGRP packet (header + entries).

For each route entry, there are seven fields that occupy 14 bytes:
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- **Destination (3 bytes):** This is the destination network for which the distance vector is generated. It seems confusing to see that this field is only 3 bytes instead of the standard 4 bytes for IP addresses. However, for classful addresses, this is workable. If the update is for a system route, the first 3 bytes of the address are included; for example, if IP address of a route is 192.168.1.0, entry 192.168.1 is listed in this field. On the other hand, if it is an interior route, the last 3 bytes are listed; for example, if the field lists 16.2.0 for an interior route that is received on interface 172.16.1.254/24, it is meant for the subnet 172.16.2.0.

- **Delay (3 bytes), bandwidth (3 bytes), reliability (1 byte), and load (1 byte):** These fields are explained in Section 5.5.2 while discussing how the composite metric is computed.

- **Hop count (1 byte):** A number between 0 and 255 used to indicate the number of hops to the destination.

- **MTU (2 bytes):** The smallest MTU of any link along the route to the destination.

### 5.5.2 Computing Composite Metric

An interesting aspect of IGRP is the elaborate method it uses to compute the composite metric to represent the link cost; this was included to provide the flexibility to compute better or more accurate routes from a link cost rather than just using a hop count as a link cost as in RIPv1 or RIPv2. The composite metric in IGRP is based on four factors: bandwidth ($B$),...
The delay ($D$), reliability ($R$), and load ($L$), along with five nonnegative coefficients ($K_1$, $K_2$, $K_3$, $K_4$, $K_5$) for weighing these factors. The composite metric, $C$ ("cost of a link"), is given as follows:

$$
C = \begin{cases} 
(K_1 \times B + K_2 \times \frac{B}{256 - L} + K_3 \times D) \times \left(\frac{K_5}{K_4 + K_5}\right), & \text{if } K_5 \neq 0 \\
K_1 \times B + K_2 \times \frac{B}{256 - L} + K_3 \times D, & \text{if } K_5 = 0.
\end{cases}
$$

(5.5.1)

This composite cost metric is used in routing table computation. Here, the special case for $K_5 = 0$ means that the last part, $K_5/(R + K_4)$, which considers the reliability of a link, is not included; in other words, this means that if $K_5 = 0$, all links have the same level of reliability. In the default case, $K_1 = K_3 = 1$ and $K_2 = K_4 = K_5 = 0$. Thus, the composite metric reduces to

$$
C_{\text{default}} = B + D.
$$

(5.5.2)

This shows that the default composite metric is the summation of bandwidth and delay. Now, certainly this seems odd since bandwidth is typically given in mbps or kbps while delay is given in time unit such as sec or, millisecond; that is, how do you add apples and oranges? IGRP uses a transformation process to map the raw parameters to a comparable level.

First, the raw bandwidth ($B_{\text{raw}}$) is expressed in kbps. Thus an Ethernet link with a data rate of 10 mbps is given the raw value 10,000. The calculated bandwidth, $B$, is the inverse of the raw bandwidth multiplied by the factor $10^7$ to scale everything in terms of 10 gbps. That is,

$$
B = \frac{10^7}{B_{\text{raw}}}.
$$

(5.5.3)

Thus, in the case of an Ethernet link, $B = \frac{10^7}{10^3} = 1000$, and for a Fast-Ethernet link, $B = 100$. Essentially, this means that the faster the data rate of a link, the smaller the value of $B$ is capping with $B = 1$ for a 10 Gbps link. Since 24 bits are provided for the bandwidth field, even for a 1 kbps link the value is within the range. Certainly, we do not expect any network to have a 1-kbps link anymore! In any case, the intent behind making a higher bandwidth data rate translate to a smaller value is that it takes less time to send a data packet—in other words, inverting the raw data rate allows us to think in terms of time. In some sense, this is no different than a road network in which you can drive to a place in much less time on a road with a speed limit of 120 Kmph compared to a road with a speed limit of 70 Kmph.

Bandwidth or raw bandwidth assumes that the road is clear and your packet is the only packet traveling; it does not assume how much time the packet itself will take from the first bit of the packet to the last bit of the packet. Thus, the delay parameter is meant to capture the packet transmission delay on an interface, which is given in tens of $\mu$sec of raw delay, $D_{\text{raw}}$. That is,

$$
D = D_{\text{raw}}/10.
$$

(5.5.4)

Thus, if the raw delay is 1000 $\mu$sec, we have $D = 100$. Also, 24 bits are assigned for the delay field. Thus, for an interface running Ethernet and a delay computed to be 1000 $\mu$sec, the
default composite metric value, \( C_{\text{default}} \), is 1000 + 100 = 1100. The default composite metric is computing a link cost that essentially reflects delay due to path delay and packet transmission delay.

Going beyond the default composite metric, consider the middle term with coefficient \( K_2 \) in the generic composite metric given in Eq. (5.5.1). This term incorporates delay “cost” due to load on a link, that is, due to traffic. For the load factor, an 8-bit field is used; thus, raw load, \( L_{\text{raw}} \), which is a fraction between 0 and 1, can be written as

\[
L_{\text{raw}} = \frac{L}{256} \tag{5.5.5}
\]

so that \( L \) can take a value between 0 and 255 (inclusive) to represent link load.

The delay cost term in the middle term in Eq. (5.5.1) essentially follows the queueing delay formula modeled using an \( M/M/1 \) queue system (see Appendix B.12.2). If \( S \) is the average packet size and \( \lambda \) is the average arrival rate of packets, the average delay for an \( M/M/1 \) queueing system is given by

\[
T = \frac{1}{\frac{B_{\text{raw}}}{S} - \lambda} \tag{5.5.6}
\]

By pulling \( B_{\text{raw}}/S \) out of the expression in the denominator, we can rewrite it as

\[
T = \frac{S}{B_{\text{raw}}} \times \frac{1}{\left(1 - \frac{S\lambda}{B_{\text{raw}}}\right)}.
\]

However, \( S\lambda/B_{\text{raw}} = L_{\text{raw}} \) is the raw load. Thus, we arrive at

\[
T = \frac{S}{B_{\text{raw}}} \times \frac{1}{\left(1 - L_{\text{raw}}\right)}.
\]

Multiplying the numerator and denominator by 256, we get

\[
T = \frac{S}{B_{\text{raw}}} \times \frac{256}{(256 - 256L_{\text{raw}})}.
\]

Using relations for \( B \) and \( L \) given in Eq. (5.5.3) and Eq. (5.5.5), respectively, we can then finally write this expression as

\[
T = \frac{S \times B}{10^7} \times \frac{256}{(256 - L)} = \frac{S \times 256}{10^7} \times \frac{B}{(256 - L)} \tag{5.5.7}
\]

Since the first term \( S \times 256/10^7 \) is a constant, we can assign a coefficient, \( K_2 \), including accounting for any proportion compared to other terms—this is then the middle term in Eq. (5.5.1).

We can see that IGRP provides an elaborate way to compute cost of a link. In practice, the default composite metric given in Eq. (5.5.2) is often used. You might notice that if the network has an interface of the same data rate, the value of the default composite metric will be the same for all links; this essentially means that network routing is working as if a hop count metric is in place much like RIP.
Next, we consider the reliability term \( \frac{K_5}{R + K_4} \) in Eq. (5.5.1) and discuss possible ways to set \( K_4 \) and \( K_5 \). First observe that if a link is not fully reliable, we want the cost of the link to be higher than if it is reliable. It is given that the “base” reliability is 1 (when \( K_5 = 0 \)); thus, for an unreliable link, we want

\[
\frac{K_5}{R + K_4} > 1.
\]

This means

\[
K_5 > R + K_4.
\]

Since the largest value of \( R \) is 255, this implies that \( K_5 \) and \( K_4 \) should be chosen such that

\[
K_5 > K_4 + 255. \tag{5.5.8}
\]

It is worth noting that the protocol message includes all the different metric components rather than the composite metric; in other words, the composite metric is left to a router to compute first, before doing the Bellman–Ford computation for the shortest path. This also means that it is extremely important to ensure that each router is configured with the same value of the coefficients \( K_1, K_2, K_3, K_4, K_5 \). For example, if in one router \( K_1 \) is set to 1 and the rest to zero, while in another router \( K_3 \) is set to 1 and the rest to zero, their view of the shortest path would be different, thus potentially causing yet another problem.

### 5.6 Enhanced Interior Gateway Routing Protocol (EIGRP)

EIGRP is another routing protocol from Cisco; it is, however, more than a simple enhancement of IGRP. The one thing in common between IGRP and EIGRP is the composite metric. Although EIGRP is also from the distance vector protocol family, in many ways it is completely different from protocols such as RIP and IGRP. A major difference is that EIGRP provides loop-free routing; this is accomplished through diffusing computation discussed earlier in Section 3.3.5; this also shows that not every distance vector protocol uses a straightforward Bellman–Ford computation for shortest path routing. There is an active coordination phase before routing computation when a link fails or link cost changes; to do that, additional information is sought for which the diffusing update algorithm (DUAL) needs to maintain states. DUAL allows EIGRP to attain faster convergence. In addition, EIGRP includes a hello protocol for neighbor discovery and recovery, and a reliable transfer mechanism for exchange of distance vector data.

EIGRP is provided directly over IP using protocol number 88. Furthermore, all EIGRP related message communication is multicast on the address 224.0.0.10; however, acknowledgments are unicasted. Since EIGRP requires reliable delivery, and given that the protocol is built directly over IP and multicast addressing is used, a reliable multicast mechanism is used.

#### 5.6.1 Packet Format

The EIGRP packet is divided into two parts: an EIGRP header part, which is 20 bytes long, followed by various entities that are encoded using a variable-length TLV (Type-Length-Value)
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FIGURE 5.7 EIGRP packet header.

format (refer to Section 1.13.1). In the EIGRP header, there are seven fields (see Figure 5.7), which are described below:

- **Version** (1 byte): This field is set to 1.
- **OpCode** (1 byte): This field is used to specify the EIGRP packet type. There are four key types for IP networks: update, query, reply, and hello. Note that the need for these fields has been already discussed in Section 3.3.5.
- **Checksum** (2 bytes): Checksum is calculated over the entire EIGRP packet.
- **Flags**: If this value is 1, it indicates a new neighbor relationship. This value is set to 2 to indicate a conditional receive bit for a proprietary multicast algorithm Cisco implements for reliable delivery using the multicast address 224.0.0.10.
- **Sequence**: This is a 32-bit sequence number used by the reliable delivery mechanism.
- **ACK**: This field lists the sequence number from the last heard from neighbor. For an initial hello packet, this field is set to zero. A hello packet type with a nonzero ACK value is an acknowledgment to an initial hello message. An important distinction is that acknowledgment is sent as a unicast message; this ACK field is nonzero only for unicast.
- **Autonomous system number**: This identifies the EIGRP domain.

Beyond the header, different entities are separated using the TLV format in an EIGRP packet (see Figure 5.8). Each TLV entity is of variable length where the type field is fixed at 1 byte, the length field is fixed at 1 byte, while the value field is of variable length; the length of the value field is indicated through the length field. Most importantly, through the type field, the packet type is identified; this field is not to be confused with the OpCode in the header field used for message type. Cisco has defined abilities to do different types such as general information, or network-specific information, such as whether the packet is for IP or other networks (e.g., IPX, developed by Novell NetWare, which many organizations deployed).

In our discussion, we specifically consider two types that are relevant and important: (1) EIGRP parameters and (2) IP internal routes. The type field is set with value 0x0001 for an EIGRP parameter description in which the information content includes coefficients $K_1, K_2, K_3, K_4,$ and $K_5$, which are used in the calculation of the composite cost metric (see
Figure 5.8. Data encoding in EIGRP packet: Generic TLV format.

Figure 5.9). Thus, unlike IGRP, EIGRP allows coefficients used by a router to be communicated to its neighboring routers. Despite that, a router has no way of knowing if the same or all coefficient values are used by all routers internally in their computation and in determining the shortest paths. Thus, inconsistency in computing the route, if different coefficient values are used by different routers, cannot be completely ruled out.

For the distance vector packet type for internal routes for IP networks, the type field is set to 0x0102; this type is for the route table entry having fields similar to the fields used in IGRP (compare Figure 5.10 with Figure 5.6). Thus, let us consider only the key differences between EIGRP and the other protocols. A next hop field is included in EIGRP much like RIPv2; this is not done in IGRP. Delay and bandwidth fields are 4 bytes long in EIGRP instead of 3 bytes in

Figure 5.9. EIGRP: TLV type for EIGRP parameters.

Figure 5.10. EIGRP: TLV type for communicating distance vector of an internal route.
IGRP since EIGRP uses a 256 multiplier for a finer metric granularity than IGRP; thus, if the composite metric as given in Eq. (5.5.1) for IGRP is denoted by $C_{\text{IGRP}}$, the composite metric, $C_{\text{EIGRP}}$, for EIGRP can be written as follows:

$$C_{\text{EIGRP}} = 256 \times C_{\text{IGRP}}.$$ (5.6.1)

Through the combination of PrefixLength and Destination fields, variable-length subnet masking is communicated. For example, if an addressable network is 10.1.0.0/16, PrefixLength is 16 and Destination field will contain 10.1. If the addressable network is 167.168.1.128/25, PrefixLength will be 25 and the Destination field will be set to 167.168.1.128.

5.7 Route Redistribution

Often in practice, we face the situation of connecting two networks where each network speaks a different routing protocol. Then the question is: how does one network learn about the routes (IP prefixes) of the other network, and vice versa? The benefit is that when one network learns about IP prefixes in the other network, it can forward any user traffic to addresses in the other network. An important way to learn about IP prefixes in other networks is through Border Gateway Protocol (BGP)—this will be covered in detail in Chapter 8. However, BGP is not the only way to learn about routes. It is possible to learn about routes, for example, if one network uses RIPv2 and the other network uses IGRP, without relying on BGP.

To learn about routes (IP prefixes), a router at the boundary that is connected to both networks is required to perform route redistribution; this means that this router redistributes routes it has learned from the first network to the second network using the routing protocol used by the second network, and vice versa. Suppose that one network is running IGRP and the other is running RIPv2. Then the boundary router is configured to operate both IGRP and RIPv2. To let one network know about routes learned from the other network, protocols must provide functionalities to indicate routes so learned. Suppose that a boundary router has learned about an IP prefix from its IGRP side; it can use the RouteTag field in RIPv2 to tag that this route has been learned from another protocol/mechanism and let the routers in the RIPv2 side know. Similarly, if a boundary router learns a route from RIPv2 and wants to announce to the IGRP side, the number of external routes in the IGRP packet format must be positive and the route would be announced. In IGRP, internal and system routes are listed first; thus, it is easy to identify if a route is an external route. Note that route redistribution is often used for static routes learned.

Besides the capability of a protocol to advertise external routes, an important issue is metric compatibility. For example, RIPv2 uses a hop-based metric while IGRP uses a composite metric, while a static route has no metric value. Thus, the boundary router is required to somehow translate the metric value from one protocol to the other protocol. Since there is not really a direct translation, an externally learnt route is assigned an administrative distance instead; this is helpful if a route is learned from two different ways so that the most preferred route can be selected. Such administrative distances can be based on how much you can trust a routing protocol; for example, since EIGRP is a loop-free protocol, it is better to give a lower administrative distance for a route from EIGRP (e.g., say 90) than learned through IGRP (e.g., say 100); similarly, a route learned from IGRP can be given a lower distance than from RIPv2.
(e.g., say 120). Typically, static routes are given the lowest cost (e.g., 1) since it is assumed to be directly connected.

It is important to note that administrative distances do help in preferring path selections among different routing protocols; however, they cannot always solve problems that arise due to route redistribution. For example, looping can still occur, and convergence can be a problem. Consider Figure 5.11 in which we have two networks: one running RIPv2 among routers R1, R2, and R5, and the other running IGRP among R2, R3, R4, and R5. In this case, there are two boundary routers, R2 and R5, that are not directly connected to each other. Addressable network 10.1.1.0/24 attached to R1 is announced to R2 and R5 through the distance vector mechanism. Now for the IGRP side, R2, on learning route 10.1.1.0/24, announces to R3 about this external route, and so on. We can see that router R5 learns about 10.1.1.0/24 from R1 (RIPv2 side) and also from R4 (IGRP side). While from Figure 5.11, we can see that it is clearly better to forward traffic from R5 to 10.1.1.0/24 via R1, it would not do so if the administrative distance gives lower weight to a route learnt from IGRP over RIPv2; that is, packets arriving at R5 destined for 10.1.1.0/24 would instead be forwarded to R4 for further forwarding to R3, then to R2, and finally to R1. Note that if split horizon is implemented on the RIPv2 side, a routing loop can be avoided. However, convergence and looping can still occur if routers R3 and R4 fail and come back up again, i.e., during the transient time. Fortunately, such problems can be avoided by introducing a simple policy: do not announce routes originally received from a routing protocol back into the same routing protocol.

Finally, route redistribution is not just limited to RIPv2 and IGRP; this is possible between any combination of routing protocols, including protocols such as EIGRP and OSPF. An important point to note is that route redistribution requires careful handling, as we can see from the above example.

5.8 Summary

We have described different protocols in the distance vector family for IP networks. A summary comparison is listed in Table 5.2. It is important to recognize that a distance vector protocol can have a variety of manifestations. From a basic routing protocol point of view, fast convergence is important as well as whether a routing protocol is loop-free. From the
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<table>
<thead>
<tr>
<th>Protocol</th>
<th>RIPv1</th>
<th>RIPv2</th>
<th>IGRP</th>
<th>EIGRP</th>
<th>RIPng</th>
</tr>
</thead>
<tbody>
<tr>
<td>Address Family</td>
<td>IPv4</td>
<td>IPv4</td>
<td>IPv4</td>
<td>IPv4</td>
<td>IPv6</td>
</tr>
<tr>
<td>Metric</td>
<td>Hop</td>
<td>Hop</td>
<td>Composite</td>
<td>Composite</td>
<td>Hop</td>
</tr>
<tr>
<td>Information Communication</td>
<td>Unreliable, broadcast</td>
<td>unreliable, multicast</td>
<td>Unreliable, multicast</td>
<td>Reliable, multicast</td>
<td>Unreliable, multicast</td>
</tr>
<tr>
<td>Routing Computation</td>
<td>Bellman–Ford</td>
<td>Bellman–Ford</td>
<td>Bellman–Ford</td>
<td>Diffusing computation</td>
<td>Bellman–Ford</td>
</tr>
<tr>
<td>VLSM/CIDR</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>v6-based</td>
</tr>
<tr>
<td>Remark</td>
<td>Slow convergence; split horizon</td>
<td>Slow convergence; split horizon</td>
<td>Slow convergence; split horizon</td>
<td>Fast, loop-free convergence; chatty protocol</td>
<td>Slow convergence; split horizon</td>
</tr>
</tbody>
</table>

In an operational environment, issues are more centered around whether a routing protocol and its features are easy to configure and manage; these may be labeled as configuration complexities. Here are a few to note:

- If at the command prompt level of a router, EIGRP can be configured as easily as RIPv1 or RIPv2, and knowing that EIGRP is loop-free, it will be natural for a network provider to opt for EIGRP. Furthermore, EIGRP is much easier to configure than link state protocols such as OSPF. Note that EIGRP is a chatty protocol; if routers are connected by low-bandwidth links, this factor can have an impact on inducing congestion in certain situations.

- Route management at routers for internal and external routes is an important feature.
Scalability and growth of a network should be considered. For example, for a campus network, the number of routers may remain fixed at a small number for a number of years while for a regional or national ISP, the number of routers may rapidly increase over the years, sometimes in months. Thus, for a campus network, it is best to deploy EIGRP, especially since the link speed between routers now are at least at Fast-Ethernet (100 mbps) data rate; thus, the chattiness of EIGRP is not a concern.

Sometimes, a rich feature available with a protocol is not always used since it is poorly understood; a case in point is the composite metric that can be used in IGRP and EIGRP. Given different coefficients and factors, the composite metric for IGRP/EIGRP can be confusing sometimes; thus, it is often found that in an operational environment, the simplest case of coefficients known as “defaults” is used. In many small or campus networking environments, the simplest form of the composite metric is even desirable, especially when the link speed between connecting routers is not a bottleneck.

In an operational environment, a common principle about deploying any routing protocol is to use routers from the same vendor with the same software release. Certainly, for business reasons, it is desirable to use multiple vendors so that a provider does not get locked in with one vendor. While RIP is a standardized specification and it should be possible to use products from multiple vendors in the same network, it is usually not advisable. A minor difference in implementation can cause unnecessary problem. Similarly, having the same software release on all routers from the same vendors in a network is also advisable. Furthermore, the command sets to configure routers can conceivably be different for different router vendors; thus, the network operational staff would need to be conversant with different command sets, an additional requirement that should be avoided if possible. Note that these are general guidelines, not cast in stone; a size of a network is also a critical factor in regard to consideration of products from multiple vendors, and proper training is required for operational personnel.

Finally, we note that configuration complexities are not the only issues in an operational network; there are other issues such as security and reliability that need to be addressed. To summarize, it is important to recognize that from a basic concept of a routing protocol, to its specification, to its vendor implementation, and finally to its operational deployment, the issues and needs can be quite different.

Further Lookup

RIPv1 is the oldest routing protocol in practice for intradomain routing in the Internet that was designed and implemented in the early 1980s, although an RFC was not officially available until 1988 [290]. IGRP was developed by Cisco in the mid-1980s. RIPv2 was first described in the early 1990s [442]. Cisco developed EIGRP at about the same time that implemented a loop-free distance vector algorithm called the diffusing coordination with coordinated update (see Section 3.3.5). Thus, it is not surprising that RIPv1 and IGRP are used for classful IP addressing while RIPv2 and EIGRP allow variable length subnet masking. RIPng was first described in 1997; for additional details, see RFC 2080 [443].
Exercises

5.1. Review questions:
   (a) What are the main differences between RIPv1 and RIPv2?
   (b) What are the three timers in RIPv1?

5.2. Under what conditions would RIPv2 and IGRP essentially behave the same way?

5.3. Consider adding a host with IP address 192.168.8.88 directly to router Charlie through a point-to-point link in the network shown in Figure 5.1. List the routing tables entries in each router for this route; include any additional consideration you need to address.

5.4. Consider the route redistribution example shown in Figure 5.11. Assume that networks have converged. Now consider that routers R3 and R4 went down and came back up again. Identify the sequence of steps during the transient time that will take place that would lead to a routing loop (assuming no policy rule is in place).

5.5. Why do some routing protocols message identification at above the transport layer while some other do so directly over the IP layer?
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Chapter 6

OSPF and Integrated IS-IS

In protocol design, perfection has been reached not when there is nothing left to add, but when there is nothing left to take away.

Ross Callon (RFC 1925)

Reading Guideline

This chapter provides specifics about OSPF, including its key features and protocol formats. We have also highlighted integrated IS-IS. The basic concept of a link state protocol discussed separately in Section 3.4 is recommended reading along with this material to see the distinction between the link state routing protocol family and instances of this protocol family. A basic knowledge of OSPF and/or IS-IS is also helpful in understanding IP traffic engineering, discussed later in Chapter 7.
In this chapter, we consider two important link state routing protocols: Open Shortest Path First (OSPF) and Intermediate System-to-Intermediate System (IS-IS). The currently used version of OSPF in IPv4 networks is known as OSPF, version 2 (OSPFv2); here, we will simply refer to it as OSPF. While OSPF is exclusively designed for IP networks, IS-IS was designed for the connection-less network protocol (CLNP) in the OSI reference model. For use in IP networks, an integrated IS-IS or dual IS-IS protocol has been used to support both CLNP and IP, thus allowing an OSI routing protocol in IP networks. Most of our discussion will focus on the OSPF protocol; at the same time, we will highlight a few key features of integrated IS-IS; however, as of now, there are no fundamental differences between OSPF and IS-IS. In any case, we will highlight certain similarities and differences between OSPF and Integrated IS-IS.

6.1 From a Protocol Family to an Instance of a Protocol

OSPF is an instance of a link state protocol based on hop-by-hop communication of routing information, specifically designed for intradomain routing in an IP network. Recall from our earlier discussion in Section 3.4.1 that such a routing protocol requires information about the state (e.g., cost) of a link, and the ability to advertise this link state reliably through in-band (in-network) communication. Furthermore, a link state protocol uses two sub protocols, one to establish a neighborhood relationship through a hello protocol, and another for database synchronization.

Going from a basic understanding of a protocol concept to an instance applicable in a specific networking environment requires certain customization, including provision for flexibility to handle various possible variations. Consider the following examples/scenarios:

- Flooding the link state advertisement (LSA) is not always necessary since a network may have different types of transmission media. For example, if $N$ routers in a network are, say, in the same local area network (LAN), it unnecessarily creates $N(N-1)$ links while a single-link definition is sufficient; furthermore, it also results in unnecessary shortest path computation in each router without any gain. Thus, some summarization is desirable.

- Besides LAN, are there other types of networks for which any customization is needed?

- An intradomain network may consist of a large number of routers, possibly geographically spread out; thus, scalability is an important issue. Thus, from the point of view of manageability and scalability, it is desirable to have the ability to cluster the entire domain into several subdomains by introducing hierarchy. This, in turn, raises the possibility that an entire LSA from one subdomain to another may not need to be distributed, especially if two subdomains are connected by just a link; some form of summarization is sufficient since all traffic would need to use this link after all. A major benefit of this hierarchy is that the shortest path computation at a router needs to consider links only within its subdomain.

- How can flooding of a LSA be accomplished in an IP network?

From the above discussion, we can see that a protocol intended for use in practice is required to address many functionalities and features. In the following section, we de-
scribe primary key features of OSPF, a commonly deployed link state protocol in IP networks.

6.2 OSPF: Protocol Features

OSPF provides many features. We will highlight the key features below. The packet format for various OSPF packets and the key fields are described later in Section 6.3. For clarity, any packet that carries OSPF routing information or is used for an OSPF protocol will be referred to as an OSPF packet, to distinguish it from packets for user traffic.

6.2.1 Network Hierarchy

OSPF provides the functionality to divide an intradomain network (an autonomous system) into subdomains, commonly referred to as areas. Every intradomain must have a core area, referred to as a backbone area; this is identified with Area ID 0. Areas are identified through a 32-bit area field; thus Area ID 0 is the same as 0.0.0.0.

Usually, areas (other than the backbone) are sequentially numbered as Area 1 (i.e., 0.0.0.1), Area 2, and so on. OSPF allows a hierarchical setup with the backbone area as the top level while all other areas, connected to the backbone area, are referred to as low-level areas; this also means that the backbone area is in charge of summarizing the topology of one area to another area, and vice versa. In Figure 6.1, we illustrate network hierarchy using low-level areas.

6.2.2 Router Classification

With the functionality provided to divide an OSPF network into areas, the routers are classified into four different types (Figure 6.1):

---

**Figure 6.1** OSPF backbone and low-level areas.
• **Area-Border Routers**: These are the routers that sit on the border between the backbone and the low-level areas. Each area-border router must have at least one interface to the backbone; it also has at least one interface to each area to which it is connected.

• **Internal Routers**: These are the routers in each low-level area that have interfaces only to other internal routers in the same area.

• **Backbone Routers**: These are the routers located in Area 0 with at least one interface to other routers in the backbone. Area-border routers can also be considered as backbone routers.

• **AS Boundary Routers**: These routers are located in Area 0 with connectivity to other AS; they must be able to handle more than one routing protocol. For example, to exchange information with another AS, they must be able to speak BGP. These routers also have internal interfaces for connectivity to other backbone routers.

The above terminologies, as described, are OSPF specific; however, it is also common to use names such as backbone routers in general. You will see such usage throughout this book; such usage should not be confused with Backbone Routers as used in the context of OSPF.

### 6.2.3 Network Types

OSPF is designed to address five different types of networks: (1) point-to-point networks, (2) broadcast networks, (3) non–broadcast multiaccess (NBMA) networks, (4) point-to-multipoint networks, and (5) virtual links.

*Point-to-point* networks refer to connecting a pair of routers directly by an interface/link such as OC-3. A router may be connected to multiple different routers by such point-to-point interfaces. Point-to-point links are typically used when an OSPF domain is spread out in a geographically distributed region.

*Broadcast networks* refer to networks such as LANs connected by a technology such as Ethernet. Broadcast networks, by nature, are multiaccess where all routers in a broadcast network can receive a single transmitted packet. In such networks, a router is elected as a Designated Router (DR) and another as a Backup Designated Router (BDR).

*Non–broadcast multiaccess networks* use technologies such as ATM or frame relay where more than two routers may be connected without broadcast capability. Thus, an OSPF packet is required to be explicitly transmitted to each router in the network. Such networks require an extra configuration to emulate the operation of OSPF on a broadcast network. Like broadcast networks, NBMA networks elect a DR and a BDR.

*Point-to-multipoint networks* are also non–broadcast networks much like NBMA networks; however, OSPF’s mode of operation is different and is in fact similar to point-to-point links.

*Virtual links* are used to connect an area to the backbone using a nonbackbone (transit) area. Virtual links are configured between two area-border routers. Virtual links can also be used if a backbone is partitioned into two parts due to a link failure; in such a case, virtual links are tunneled through a nonbackbone area. Consider again Figure 6.1. Here Area 3 is connected to the backbone area using transit Area 2 through a virtual link that connects router 6 to router 7. Also note that if the link between router 2 and router 3 in the backbone area
goes down, Area 0 becomes partitioned; to avoid that, a virtual link between Area-Border Routers 4 and 5 is established through Area 1.

Finally, an important point to understand about OSPF networks is that the neighborhood relation is not based on routers or networks connected by physical links, but is based on logical adjacencies established.

6.2.4 Flooding

OSPF uses in-network functionality to flood routing information such as LSAs. In-network means OSPF packets are carried in the same network as user traffic. From the discussion above, we note that there are different possible network types. Thus, transmission of OSPF packets requires some tailoring.

First note that multiple LSAs can be combined into an OSPF link state update packet. Flooding is required for link state update packets, as well as for LSA packets (for a discussion about different packet types, see Section 6.3); the protocol type field in an IP packet header is set to 89 for OSPF packets. Also note that flooding is selective in that a router forwards an update only if it is not stale; for this, it relies on checking the age and the sequence number field, discussed earlier in Section 3.4.1.

On point-to-point networks, updates use the IP multicast address 224.0.0.5, referred to as AllSPFRouters. A router on receiving an update forwards it to other routers, if needed (after checking the sequence number), again using the same multicast address.

On broadcast networks, all non-DR and non-BDR routers send link state update and LSA packets using the IP multicast address 224.0.0.6, referred to as AllDRouters. Any OSPF packets that originates from a DR or a BDR, however, use the IP multicast address 224.0.0.5.

In NBMA networks, LSAs are sent as unicast from non-DR/non-BDR routers to the DR and the BDR. DR, in turn, sends a copy of the LSA as unicast to all adjacent neighbors. On point-to-multipoint networks and virtual link networks, updates are sent as unicast using the interface’s IP address of the adjacent neighbor.

Regardless of the network type, OSPF flooding must be reliable. Since OSPF sits directly on top of IP in the TCP/IP stack, OSPF is required to provide its own reliable mechanism, instead of being able to use a reliable transport protocol such as TCP. OSPF addresses reliable delivery of packets through use of either implicit or explicit acknowledgment. An implicit acknowledgment means that a duplicate of the LSA as an update is sent back to the router from which it has received the update. An explicit acknowledgment means that the receiving router sends a LSA packet on receiving a link state update. Since a router may not receive acknowledgment from its neighbor to whom it has sent a link state update message, a router is required to track a link state retransmission list of outstanding updates. An LSA is retransmitted, always as unicast, on a periodic basis (based on the value RmtInterval) until an acknowledgment is received, or the adjacency is no longer available.

Finally, OSPF defines three global parameters in regard to flooding of LSAs. LSRefreshTime indicates the maximum acceptable time between generation of any particular LSA, regardless of whether the content of the LSA such as the metric value has changed; this time window is set to 30 min. MinLSInterval reflects the minimum time between generation of any particular LSA; this is set to 5 sec. Finally, MinLSArrival is the minimum time between reception of new LSAs during flooding, set to 1 sec; this parameter serves as the hold-down timer.
6.2.5 Link State Advertisement Types

From the discussion about network hierarchy and network types, it is clear that an OSPF network requires different LSA types. The five most commonly known LSA types are: Router LSA (type code = 1), Network LSA (type code = 2), Network Summary LSA (type code = 3), AS Border Router (ASBR) Summary LSA (type code = 4), and AS External LSA (type code = 5).

A Router LSA is the most basic or fundamental LSA that is generated for each interface. Such LSAs are generated for point-to-point links. Router LSAs are recorded in the link state database and are used by the routing computation module. Flooding of Router LSAs is restricted to the area where they originate.

Network LSAs are applicable in multiaccess networks where they are generated by the DR. All attached routers and the DR are listed in the Network LSA. Flooding of Network LSAs is also restricted to the area where they originate.

Area-Border Routers generate Network Summary LSAs that are used for advertising destinations outside an area. In other words, Network Summary LSAs allow advertising IP prefixes between areas. Area Border Routers also generate ASBR Summary LSAs; in this case, they advertise AS Border Routers external to an area.

AS External LSAs are generated by AS Border Routers. Destinations external to an OSPF AS are advertised using AS external LSAs.

There are six additional LSA types; they are described later in Section 6.2.8.

6.2.6 Subprotocols

In our discussion of a link state protocol earlier in Section 3.4.1, we mentioned that subprotocol mechanisms are also used for the operation of a link state protocol in addition to the main function of LSA through flooding. Two key subprotocols are the hello protocol and the database synchronization protocol. It should be noted that to accomplish these protocols, various packet types such as the hello packet, database description packet, link state request packet, and link state update packet have been defined as part of the OSPF protocol; these packet types are outlined in detail later in Section 6.3.

Hello Protocol

While its name seems to imply that the hello protocol is just for initialization, it is actually much more than that. Recall that the OSPF protocol is designed for several different types of networks as discussed earlier in Section 6.2.3. First, during initialization/activation, the hello protocol is used for neighbor discovery as well as to agree on several parameters before two routers become neighbors; this means that using the hello protocol, logical adjacencies are established; this is done for point-to-point, point-to-multipoint, and virtual link networks. For broadcast and NBMA networks, not all routers become logically adjacent; here, the hello protocol is used for electing DRs and BDRs. After initialization, for all network types, the hello protocol is used to keep alive connectivity, which ensures bidirectional communication between neighbors; this means, if the keep alive hello messages are not received within a certain time interval that was agreed upon during initialization, the link/connectivity between the routers is assumed to be not available.
To accomplish various functions described above, a separate hello packet is defined for OSPF; details about the field are described in Section 6.3.

**DATABASE SYNCHRONIZATION PROCESS**

Beyond basic initialization to discover neighbors, two adjacent routers need to build adjacencies. This is important more so after a failed link is recovered between two neighboring routers. Since the link state database maintained by these two routers may become out of sync during the time the link was down, it is necessary to synchronize them again. While a complete LSA of all links in the database of each router can be exchanged, a special database description process is used to optimize this step. For example, during database description, only *headers* of LSA are exchanged; headers serve as adequate information to check if one side has the latest LSA. Since such a synchronization process may require exchange of header information about many LSAs, the database synchronization process allows for such exchanges to be split into multiple *chunks*. These chunks are communicated using database description packets by indicating whether a chunk is an initial packet (using I-bit) or a continuation/more packet or last packet (using M-bit). Furthermore, one side needs to serve as a master (MS-bit) while the other side serves as a slave—this negotiation is allowed as well; typically, the neighbor with the lower router ID becomes the slave. It is not hard to see that the database synchronization process is a stateful process.

In Figure 6.2, we illustrate the database synchronization process, starting with initialization through the hello packet, adapted from [505]. After initialization, this process goes through several states: from exchange start to exchange using database description packets to synchronizing their respective databases by handling one outstanding database description packet at a time, followed by a loading state when the last step of synchronization is done. After that, for link state request and update for the entire LSA for which either side requires updated information, the communication takes place in the full state until there are no more link state requests.

**6.2.7 Routing Computation and Equal-Cost Multipath**

First note that LSAs are flooded throughout an area; this allows every router in an area to build link state databases with identical topological information. Shortest path computation based on Dijkstra’s algorithm (see Section 2.3) is performed at each router for every known destination based on the directional graph determined from the link state database; the cost used for each link is the metric value advertised for the default type of service in the link LSA packet; see Figure 6.11 presented later for the metric field. Originally, it was envisioned that there be different types of services that might require different metrics. Thus, a type of service (TOS) field was created. The default TOS is indicated by setting field, Number of TOS, to 0. Metric field allows the value to be between 1 and 65,535, both inclusive. If additional types of services are defined and supported by routers in an area, then for each type of service the shortest path can be computed separately. While the default metric is dimensionless, additional types of services are identified based on attributes such as monetary cost, reliability, throughput, and delay. At the same time, the default metric being dimensionless provides the flexibility to *not* explicitly consider metrics for other types of services in an operational environment since through IP traffic engineering the link metric/cost can be determined and
set just under the default TOS, which can still take into account diverse goals of a network and the network provider; we will discuss link cost determination for IP intradomain traffic engineering in Chapter 7.

A nice feature of Dijkstra’s algorithm computed at each router is that the entire shortest path from a source to a destination (in fact, for all destinations) is available at the end. OSPF allows a source routing option that can be used by user traffic on the path determined by Dijkstra’s algorithm. Certainly, OSPF allows the default next hop option commonly deployed in IP networks; thus, once the path is computed, the next hop is also extracted from the shortest
path computation to update the routing table, and subsequently, the forwarding table. Note that routing table entries are for destinations identified through hosts or subnets or simply IP prefixes (with CIDR notation), not in terms of end routers. Thus, once the shortest path first computation is performed from a router to other reachable routers, reachable addresses from each destination router as learned through LSAs are identified, and the routing table entries are accordingly created for all such addresses. Because of CIDR, multiple similar route entries are possible. For example, there might be an entry for 10.1.64.0/24, and another for 10.1.64.0/18, where the difference is in the netmask. To select the route to be preferred by an arriving packet, OSPF uses a best route selection process. According to this process, the route(s) with the most specific match to the destination is to be selected, which is the one with the longest match. As an example, 10.1.64.0/24 would be preferred over 10.1.64.0/18. In case there are multiple paths available after this step, the second step selects the route where an intra-area path is given preference over an interarea path, which, in turn, gives preference over external paths for routers learned externally (refer to Section 6.2.8).

**ECMP**

An important feature of OSPF routing computation is the equal-cost multipath (ECMP) option; that is, if two paths have the same lowest cost, then the outgoing link (next hop) for both can be listed in the routing table so that traffic can be equally split. It may be noted the original Dijkstra’s algorithm generates only one shortest path even if multiple shortest paths are available. To capture multiple shortest paths, where available, Dijkstra’s algorithm is slightly modified. In line 23 of Algorithm 2.5 in Chapter 2, if the greater than sign (>) is changed to a greater than or equal to sign (≥), it is possible to capture multiple shortest paths by identifying the next hops. In this case, line 25 is then updated to collect all next hops that meet the minimum, instead of just one when the strictly greater than sign is used. Thus, more than one outgoing link in the case of multiple shortest paths would need to be stored, instead of just one.

It is important to note that ECMP is based on the number of outgoing interfaces (links) involved on the shortest path at node level along the path, not at the source-destination path level. Consider the six-router network shown in Figure 6.3. Suppose the paths between router 1 and router 6 are of equal cost. Thus, for traffic from router 1 to router 6, it will be equally split at router 1 along the two directional links 1→2 and 1→5; traffic from router 1 that arrived at router 2 will be equally split further along its two outgoing links 2→3 and 2→4. Thus, of the traffic from router 1 destined for router 6, 25% each will arrive at router 6 from links 3→6 and 4→6, while one-half will arrive from link 5→6. This illustrates the meaning of equal-cost being node interface–based. Since OSPF routing is directional, the traffic splitting for this example will be different for traffic going the other direction from router 6 to router 1. Since router 6 has three outgoing links, traffic will be split equally among the links 6→3, 6→4, and 6→5. Note that the traffic sent on the first two links will be combined at router 2; thus, two-thirds of the traffic from router 6 destined for router 1 will arrive at router 6 from link 2→1, while one-third will arrive from link 5→1.

It may be noted that the OSPF specification does not say exactly how ECMP is to be accomplished from an implementation point of view. In concept, packets that arrive for the same destination router can be equally split among outgoing links of ECMP paths. However, this is not desirable for several reasons. For example, for a single TCP session (microflow), if
the packets are sent on different ECMP paths that might consist of links with different link bandwidths, packets can arrive with different delays; this can then affect TCP throughput. If packets for this session are alternated across each link, then packets can arrive out of order. Thus, router software implementation handles ECMP path selection on a per-microflow basis. Yet, implementation at a per-microflow choice level at a router can have an effect as well. If every router in the network makes identical decisions because of the way flows are processed by the router software, for example, due to prefix matching, then microflows that arrive at router 1 destined for router 6 that are directed to link 1-2 would use only one of the paths 2-3-6 or 2-4-6 (see Figure 6.3). Thus, sophisticated, yet fast, router software implementation addresses randomization of microflows to different ECMP outgoing links so that such situations do not occur. In summary, ECMP is possible only as _approximately_ split by randomizing at a per-microflow level (or destination address level) from a practical point of view.

The ECMP feature is helpful in load balancing traffic, but may not be helpful when troubleshooting a network. Thus, some providers try to avoid using ECMP; that is, they seek the single shortest paths, to the extent possible. This will be discussed further in relation to IP traffic engineering in Chapter 7.

**INTERAREA ROUTING COMPUTATION**

It is important to note that Dijkstra-based shortest path computation using link state information is applied only within an area. For routing update between areas, information from one area is summarized using Summary LSAs without providing detailed link information; thus, interarea routing computation in OSPF is similar to the distance vector flavor. Since OSPF employs only a two-level hierarchy, a looping problem typically known to occur with a distance vector approach is not conceptually possible. Yet, due to aggregation and hierarchy, in certain situations, it is possible to create a scenario where looping can occur [589].
6.2.8 Additional Features

OSPF has the capability to authenticate packet exchanges between two routers. Such authentication can be either simplex password-based or MD5-based. Furthermore, extensions to OSPF, to add digital signature authentication to LSA data and to provide a certification mechanism for router data, have been addressed in RFC 2154 [514]. We will highlight here a few additional features in OSPF.

**STUB AREAS AND STUB NETWORKS**

Recall that we discussed backbone and low-level areas earlier. OSPF provides additional ways to define low-level areas. A low-level area is considered to be a *regular* area if all types of LSAs are permitted into this area; thus, all routers in a regular area can determine the best path to a destination. A *stub area* is an area where information about external routes, communicated through AS external LSAs, is not sent; the area border router on this stub area creates a default external route for use by the stub area. Consider Figure 6.1 again; here, Area 3 is a stub area.

A *not-so-stubby area* (NSSA) is a stub area that can import AS external routes—this means that this stub area has an unusual connectivity to another AS. Since routes/networks from this AS would need to be known to the rest of the Internet, this information needs to be imported. To accomplish this, an additional LSA type called NSSA-LSA (type code = 7) is defined so that routes from an AS connected to an NSSA can be imported to an area border router where they can be converted to a type 5 LSA (AS-external-LSA) for flooding. For example, if you imagine such an area connected to Area 3 in Figure 6.1 (not shown in figure) that is outside the OSPF domain, then this area would be an NSSA. In addition, another area type called a *totally stubby area* is being used in practice; this type of area is useful for a large OSPF network since such an area can use default route for all destinations outside this area (in addition to external routes), thereby saving on memory requirement of routers in the area.

There is another term, *stub networks*, that should not to be confused with stub areas. A stub network is a network identified by an IP prefix that is connected to only one router within an area.

**ADDITIONAL LSA TYPES**

In addition to the LSA types described earlier in Section 6.2.5 and the one described above, there are five more LSA types have been defined so far. Group Membership LSA (type code = 6) is used in multicast OSPF. External Attributes (type code = 8) has been deprecated; in its place, three new LSA types, known as the Opaque LSA option, have been defined. The role of opaque LSA is to carry information that is not used by SPF calculation, but can be useful for other types of calculations. For example, traffic engineering extensions to OSPF utilize the opaque LSA option; see Section 18.3.4. Three types of opaque LSA options have been defined to indicate the scope of propagation of information, i.e., whether it is link-local, area-local, or AS scope.

**ROUTE REDISTRIBUTION**

In Section 5.7, we discussed route redistribution, especially for distance vector protocols. Route redistribution is similarly possible with OSPF (and IS-IS); for example, one side can
be EIGRP while the other side is OSPF. For OSPF that learns a route from another protocol such as EIGRP, NSS External LSA (type = 7) can be used. To allow for route redistribution and metric compatibility, NSSS External LSA has an E-bit field to indicate whether to use cost that is the external cost plus the cost of the path to the AS border router (“E1 type external path”), or simply the external cost (“E2 type external path”), and External Route Tag field for help in external route management. For the purpose of path selection for external routes, an E1 type external path is given preference over an E2 type external path.

6.3 OSPF Packet Format

In this section, we describe packet formats for several key OSPF packet types.

COMMON HEADER

The common header has the following key fields (Figure 6.4):

- **Version**: This field represents the OSPF version number; the current version is 2.
- **Type**: This field specifies the type of packet to follow. OSPF has five packet types: hello (1), database description (2), link state request (3), link state update (4), and LSA (5).
- **Packet Length**: This indicates the length of the OSPF packet.
- **Router ID**: This field indicates the ID of the originating router. Since a router has multiple interfaces, there is no definitive way to determine which interface IP address should be the router ID. According to RFC 2328 [505], it could be either the largest or the smallest IP address among all the interfaces. It may be noted that if a router is brought up with no interface connected, then it has no ability to acquire a router ID. To avoid this scenario, a loopback interface, being a virtual interface, can be used to acquire a router ID. In general, a router ID that is based on a loopback interface provides much more flexibility to network operators in terms of management than a physical interface–based address.
- **Area ID**: This is the ID of the area where the OSPF packet originated. Value 0.0.0.0 is reserved for the backbone area.

![Figure 6.4 OSPF packet common header.](image)
• **Checksum:** This is the IP checksum over the entire OSPF packet.

• **AuType and Authentication Field:** AuType works with the Authentication field for authentication. There are three authentication types:

<table>
<thead>
<tr>
<th>AuType</th>
<th>Meaning</th>
<th>Authentication Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No authentication</td>
<td>Can be anything</td>
</tr>
<tr>
<td>1</td>
<td>Simple, clear text password-based authentication</td>
<td>An 8-byte password</td>
</tr>
<tr>
<td>2</td>
<td>Cryptographic MD5 checksum authentication</td>
<td>8-byte is divided as shown in Figure 6.5</td>
</tr>
</tbody>
</table>

Note that when AuType is 2, it contains a KeyID, an Authentication Data Length, and a Cryptographic Sequence Number. MD5 checksum is used to produce a 16-byte message digest that is not part of the OSPF packet; rather, it is appended to the end of the OSPF packet.

![Figure 6.5 OSPF AuType = 2.](image)

**Hello Packet**

The primary purpose of the hello packet (Figure 6.6) is to establish and maintain adjacencies. This means that it maintains a link with a neighbor that is operational. The hello packet is also used in the election process of the DR and BDR in broadcast networks. The hello packet is also used for negotiating optional capabilities.

• **Network Mask:** This is the address mask of the router interface from which this packet is sent.

• **Hello Interval:** This field designates the time difference in seconds between any two hello packets. The sending and the receiving routers are required to maintain the same value; otherwise, a neighbor relationship between these two routers is not established. For point-to-point and broadcast networks, the default value is 10 sec, while for non–broadcast network the default value used is 30 sec.

• **Options:** Options field allows compatibility with a neighboring router to be checked.

• **Priority:** This field is used when electing the designated router and the backup designated router.
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Figure 6.6  OSPF hello packet (OSPF packet type = 1).

- **Router Dead Interval:** This is the length of time in which a router will declare a neighbor to be dead if it does not receive a hello packet. This interval needs to be larger than the hello interval. Also note that the neighbors need to agree on the value of this parameter; this way, a routing packet that is received, which does not match this field on a receiving router’s interface, is dropped. The default value is typically four times the default value for the hello interval; thus, in point-to-point networks and broadcast networks, the default value used is 40 sec while in non-broadcast networks, the default value used is 120 sec.

- **Designated Router (DR) (Backup Designated Router (BDR)):** DR (BDR) field lists the IP address of the interface of the DR (BDR) on the network, but not its router ID. If the DR (BDR) field is 0.0.0.0, then this means there is no DR (BDR).

- **Neighbor:** This field is repeated for each router from which the originating router has received a valid Hello recently, meaning in the past RouterDeadInterval.

**DATABASE DESCRIPTION PACKET**

The OSPF database description packet has the following key features (Figure 6.7):

- **Interface Maximum Transmission Unit (MTU):** This field indicates the size of the largest transmission unit the interface can handle without fragmentation.

- **Options:** Options fields consist of several bit-level fields. The most critical one is the E-bit, which is set when the attached area is capable of processing AS-external LSAs.

- **I/M/MS bits:** I-bit (initial-bit) is initialized to 1 for the initial packet that starts a database description session; for other packets for the same session, this field is set to 0. M-bit (more-bit) is used to indicate that this packet is not the last packet for the database description session by setting it to 1; the last packet for this session is set to 0. MS-bit (master-slave
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**FIGURE 6.7** OSPF database description packet (OSPF packet type = 2).

- **Master bit:** This bit is used to indicate that the originator is the master by setting this field to 1, while the slave sets this field to 0. This was illustrated earlier in Figure 6.2.
- **DD Sequence number:** This field is used for incrementing the sequence numbers of packets from the side of the master during a database description session; the master sets the initial value for the sequence number.
- **LSA Header:** This field lists headers of the LSAs in the originator’s link state database; it may list some or all of them.

**LINK STATE REQUEST PACKET**

The link state request packet is used for pulling information. For example, based on database description received from a neighbor, a router might want to know link state information from its neighbor. The link state request packet has the following fields, which are repeated for each unique entry (Figure 6.8):

- **Link State Type:** This field identifies a link state type such as a router or network.

**FIGURE 6.8** OSPF link state request packet (OSPF packet type = 3).
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FIGURE 6.9  OSPF link state update packet (OSPF packet type = 4).

- **Link State ID:** This field is dictated by the link state type.
- **Advertising Router:** This is the address of the router that has generated this LSA.

**LINK STATE UPDATE PACKET**

This packet (Figure 6.9) contains the first field to be the number of LSAs followed by information on LSAs that follow the LSA packet format. Thus, a link state update packet can contain one or more LSAs.

**LINK STATE ACKNOWLEDGMENT PACKET**

The LSA packet is used in acknowledging each link state advertisement received from a neighboring router. This includes the LSA headers that follow the OSPF packet header where the type field is set to 5.

**OSPF LINK STATE ADVERTISEMENT**

In some sense, this is the heart of the link state protocol concept. A LSA packet consists of a header, followed by data for different link state types. Here, we will present packet formats for Router LSA and Network LSA. First, the common LSA header has the following fields:

- **Age:** This field reflects the time in seconds since the LSA was originated. The originating router sets this value to 0. Through a global parameter, MaxAge, the maximum life of an LSA is set to 1 hour. When the age field for an LSA reaches MaxAge, LSA is flooded again regardless of change in the link state of this LSA.
- **Options:** This is used to identify optional capabilities supported by the OSPF routing domain.
- **Type:** This field indicates the LSA type: 1 for Router LSA, 2 for Network LSA, and so on. This type field is not to be confused with the OSPF packet type discussed earlier.
- **Link State ID:** This field uniquely identifies an LSA.
- **Advertising router:** This is the OSPF router ID of the originating router.
• **Sequence number:** This field is incremented each time a new LSA is generated by the originating router.

• **Checksum** and **Length:** The checksum is over the entire packet except for the age field. Length is counted in bytes for the entire LSA including header.

**Router LSA:**
A Router LSA consists of the LSA header (Figure 6.10) followed by the content of the Router LSA (Figure 6.11). Every router generates a Router LSA that lists all the routers, outgoing interfaces (links); for each interface, the state and cost of the link are included. In addition to the LSA header, a Router LSA has the following fields:

• **V/E/B-bits:** V-bit indicates if it is a virtual link, E-bit indicates an AS boundary router, and B-bit indicates an area border router.

• **Number of Links:** This field indicates the total number of router interfaces.

• **Link ID, Link Data, and Link Type:** Link ID and Link Data are better understood in the context of Link Type ([189], [505]); this is summarized in Table 6.1.

• **Metric:** This is the cost of an interface/link. The value is in the range 1 to \(2^{16} - 1\). OSPF specification does not specify what values are to be used here. Rather, this is left to the network service provider to decide. In Chapter 7, we will discuss how values might be chosen for the purpose of traffic engineering of a network.

• **Number of TOS, TOS, and TOS Metric:** The Number of TOS field indicates the different number of Type of Service; if this field is zero, then TOS and TOS Metric fields are not applicable. If the Number of TOS is 2, then TOS and TOS Metric fields are repeated twice; here TOS would then refer to a particular type such as normal service, maximize reliability, or minimize delay, while the TOS Metric field would then include the cost for the associated TOS field.

**Network LSA:**
Network LSAs are generated by DRs. In addition to the LSA header, a Network LSA has the following fields (Figure 6.12):

![Figure 6.10 OSPF link state advertisement header.](image)
### Table 6.1 Router LSA: Link Type, Link ID, and Link Data.

<table>
<thead>
<tr>
<th>LinkType</th>
<th>Description</th>
<th>Link ID</th>
<th>Link Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Point-to-point link</td>
<td>Neighboring router’s Router ID</td>
<td>Interface IP address of originating router</td>
</tr>
<tr>
<td>2</td>
<td>Link to transit network</td>
<td>Interface IP address of Designated Router</td>
<td>Interface IP address of originating router</td>
</tr>
<tr>
<td>3</td>
<td>Link to stub network</td>
<td>IP network or subnet address</td>
<td>Network’s IP address</td>
</tr>
<tr>
<td>4</td>
<td>Virtual link</td>
<td>Neighboring router’s Router ID</td>
<td>Interface IP address</td>
</tr>
</tbody>
</table>

#### Figure 6.11 OSPF Router LSA content (LSA type = 1).

- **Network Mask:** This is the standard subnet mask information.
- **Attached Router:** This field is repeated once for each router that is fully adjacent to the DR.

### 6.4 Examples of Router LSAs and Network LSAs

In this section, we will illustrate router and network LSAs through an example, adapted from [505]. We will use private IP address space in this illustration. In Figure 6.13, we show two areas: Area 0 and Area 1. In Area 1, there are three stub networks: N1 identified by IP prefix 192.168.1.0, N2 by 192.168.2.0, and N3 by 192.168.3.0, which are off routers R1, R2, and R3, respectively. The transit network N4 is identified by 192.168.4.0 with R4 as the DR, while having IP interfaces to R1, R2, and R3, as noted. Both R3 and R4 area border routers are...
connected to Area 0. In our discussion, we will identify the router ID of a router by the highest IP address of all its interfaces. For example, router ID of R1 is 192.168.4.1 since this address is higher than its other interface to network N1 (192.168.1.0). For simplicity, we will assume all metric values to be 1.

Router R3 will generate two Router LSAs: one for Area 1 and the other for Area 0. For Area 1, it is necessary to identify two Link IDs: one for the transit network identified by DR 192.168.4.4 and the other for stub network 192.168.3.0. Now you can see how networks/IP prefixes are communicated to other routers in the network. Thus, when a router computes the shortest path tree, it first computes it for all the routers in its area. Then, any networks it learns about from any of the Router LSAs of various routers, it can add a leaf for a route to such networks. This means that once completed, a router’s routing table contains entries for all other routers as well as for destination networks. The information content of Router LSA for R3 for Area 1 is shown in Figure 6.14.
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FIGURE 6.14  Router LSA of R3 in Area 1 for the network example in Figure 6.13.

FIGURE 6.15  Network LSA for Network N4 for the network example in Figure 6.13.

Router LSAs within Area 1 generated by routers R1 and R2 will be similar. Since R4 is the DR in Area 1, it will generate a network LSA for transit network N4 (Figure 6.15), which also identifies all the attached routers.

Now consider Area 0. R3 is connected to router R6 by a point-to-point link in Area 0; Router LSA for R3 would be different than when it sends to Area 1, as shown in Figure 6.16. Router LSA for R4, which is connected to router R5, will be similar.

6.5 Integrated IS-IS

Integrated IS-IS for both CLNP and IP protocols is described in RFC 1195 [105] while the original IS-IS protocol was described in [321], [537]. IS-IS comes with its own terminology that is different from OSPF. For example, routers are referred to as intermediate systems; thus, the name intermediate systems-to-intermediate systems means router-to-router. For consistency, we will use the term routers instead of intermediate systems. LSAs are called link state
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Protocol data units, or LSPs, in short. A broadcast network is referred to as a pseudonode; a designated intermediate system is elected from all the Is to represent a broadcast network. An address to identify an intermediate system is called a network service access point (NSAP). IS-IS runs directly over layer-2 protocols, unlike OSPF that runs over IP. Similar to OSPF, IS-IS has also been extended to provide traffic engineering capabilities; this will be discussed later in Section 18.3.4.

6.5.1 Key Features

We now highlight the main features of IS-IS protocols.

Areas

IS-IS provides two-level network hierarchy using areas that are similar to OSPF. The routers in the backbone area are called L2 routers; the internal routers in low-level areas are called L1 routers. A network that has any low-level (L1) areas must also have at least one L1/L2 router that sits in the L1 area but is connected to the L2 (backbone) area by a link. Note that in IS-IS, a router is entirely within an area, unlike OSPF, where a router can sit on the border between two areas; connectivity between areas is only through a link.

Addressing in IS-IS

Addressing in IS-IS is based on OSI-NSAP addressing and is compatible with USA GOSIP version 2.0 NSAP address format. GOSIP stands for Government Open Systems Interconnection Profile, the federal standard for network systems procurement that was standardized in the early 1990s. The OSI-NSAP addressing has, key fields, as shown on the table on the next page.

---

**FIGURE 6.16** Router LSA for R3 in Area 0 for the network example in Figure 6.13.
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<table>
<thead>
<tr>
<th>Field</th>
<th>Size</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFI (Authority and Format Identifier)</td>
<td>1 byte</td>
<td>“47”</td>
</tr>
<tr>
<td>ICD (International Code Designator)</td>
<td>2 bytes</td>
<td>“00 05”</td>
</tr>
<tr>
<td>DFI (Domain-Specific Path Format Identifier)</td>
<td>1 byte</td>
<td>“xx”</td>
</tr>
<tr>
<td>AAI (Administrative Authority Identifier)</td>
<td>3 bytes</td>
<td>“xx xx xx”</td>
</tr>
<tr>
<td>Reserved</td>
<td>2 bytes</td>
<td>Must be “00 00”</td>
</tr>
<tr>
<td>RDI (Routing Domain identifier)</td>
<td>2 bytes</td>
<td>Contains autonomous system number</td>
</tr>
<tr>
<td>Area</td>
<td>2 bytes</td>
<td>Assigned by the authorities responsible for the routing domain to uniquely identify areas</td>
</tr>
<tr>
<td>System ID</td>
<td>6 bytes</td>
<td>Use either (1) “02 00” prepended to the 4-byte IP address of the router, or (2) IEEE 802 48-bit MAC address</td>
</tr>
<tr>
<td>N-Selector (upper layer identifier)</td>
<td>1 byte</td>
<td>Set to zero</td>
</tr>
</tbody>
</table>

As you can see, several fields are used for setup in IP networks. The important ones are: RDI, Area, and System ID. When the last byte, N-selector, is set to zero, there is no upper-layer user, and the address is meant purely for routing; such routing-layer-only NSAP addresses are called *Network Entity Titles (NET)*. In effect, IS-IS for IP networks uses NET addressing. It is important to note that NET is a router identifier, not an interface identifier.

**PSEUDONODES AND NONPSEUDONODES**

IS-IS allows handling of different network types. For example, a broadcast network is treated as a pseudonode where one of the routers serves as the pseudonode, which is labeled the designated intermediate system (DIS), with links to each attached router.

For links that are not for broadcast networks but are for point-to-point networks and stub networks, a nonpseudonode is created. Essentially, a nonpseudonode is similar to a router LSA in OSPF.

**SHORTEST PATH CALCULATION**

Shortest path calculation is based on Dijkstra’s algorithm. Once a router receives a new LSP, it waits for 5 sec before running the shortest path calculation. There is a 10 sec hold-down timer between two consecutive shortest-path calculations within the same area. However, L1/L2 routers that reside in L1 areas must run separate shortest path calculations, one for the L1 area and the other for the L2 area.

Link metric in IS-IS has been originally limited to 6 bits and, thus, the value ranges from 0 to 63 and the total path cost in an IS-IS domain can have a maximum value of 1023. This 6-bit metric is known as a *narrow metric*. A *wide metric* extension is now available through traffic engineering extensions to IS-IS that permits a 24-bit metric, thus allowing a range of 0 to 16,777,215 ($=2^{24} - 1$).
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CATEGORIZATION OF PACKETS

IS-IS defines four categories of protocol packets, or protocol data units (PDUs): hello packet, link state PDUs (LSP), complete sequence number PDUs (CSNP), and partial sequence number PDUs (PSNP).

The purpose of the hello packet is similar to the hello packet for OSPF. IS-IS defines three types of hello packets; they are for (1) point-to-point interfaces, (2) L1 routers, and (3) L2 routers.

There are two types of LSPs—one for level 1 and the other for level 2. Each LSP contains three key pieces of information: LSP ID (8 bytes), the sequence number (4 bytes), and the remaining lifetime (2 bytes). LSP ID is system ID (6 bytes) followed by pseudonode ID; if the first byte of the pseudonode ID field is nonzero, then this LSP originated from a DIS in a broadcast network; the last byte is used for identification in case the LSP needs to be fragmented because it exceeds the maximum transmission unit of an interface. The remaining lifetime field is the same as the age field in an OSPF LSA; the difference is that the lifetime field value is set at the maximum age of 1200 sec (20 min) at the beginning and is then decreased unlike OSPF where it is set to zero at the beginning and is then increased. In addition to this, an LSP uses a Type-Length-Value (TLV) format to include information such as a list of connected IP prefixes along with subnet masks. This makes it possible to determine destination networks to which the domain is connected so that the routing table can properly list such destinations.

CSNPs are like database description packets in OSPF and are used for link state database synchronization. A router creates CSNPs with all LSPs in its local link state database. A PSNP is created when upon receiving a CSNP from a neighbor, it realizes that some parts are missing; this means that this router has received certain other LSPs that are in its location link state database but the neighbor’s CSNP did not include them. Thus, the receiving router generates a PSNP to request newer copy of the missing LSPs. In essence, PSNPs are similar to the link state request packet in OSPF.

PACKET FORMAT AND INFORMATION ENCODING THROUGH TLV

The first 8 bytes of IS-IS PDUs form the common header that includes fields such as version number, header length, and PDU types. After the common header, PDU-specific fields are included followed by variable-length fields. For example, PDU-specific fields in the hello packet include fields equivalent to Router Dead Interval in OSPF hello packet. IS-IS Link state PDUs are similar to OSPF LSAs. A subtle difference is that while OSPF LSAs start with the age field set to zero and the counter is incremented until MaxAge to indicate the expiry of time, IS-IS link state PDUs start with a remaining lifetime and the counter is decremented until zero to indicate that the lifetime has expired. Since there are two types of routers in IS-IS, L1 and L2, a field is included to indicate the originating router type.

The variable-length field that follows the header is encoded using TLV encoding where 1 byte is assigned for code type (T), 1 byte for length (L), and a variable-length value (V) field not to exceed 255 bytes since one byte is assigned for the length field. A representative set of well-known types is listed in Table 6.2; note that many types are as originally described in ISO 10589 [321] while for IP environments several additional types were added in RFC 1195 [105] and in recent RFCs such as RFC 3784 [649]. An updated list is maintained at [316].
TABLE 6.2   TLV codes for Integrated IS-IS protocol.

<table>
<thead>
<tr>
<th>Type</th>
<th>TLV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Area Addresses (ISO 10589 [321])</td>
</tr>
<tr>
<td>2</td>
<td>IS Neighbors (LSPs) (ISO 10589 [321])</td>
</tr>
<tr>
<td>3</td>
<td>ES Neighbors (ISO 10589 [321])</td>
</tr>
<tr>
<td>4</td>
<td>Partition Designated level 2 IS (ISO 10589 [321])</td>
</tr>
<tr>
<td>5</td>
<td>Prefix Neighbors (ISO 10589 [321])</td>
</tr>
<tr>
<td>6</td>
<td>IS Neighbors (Hellos) (ISO 10589 [321])</td>
</tr>
<tr>
<td>8</td>
<td>Padding (ISO 10589 [321])</td>
</tr>
<tr>
<td>9</td>
<td>LSP Entries (ISO 10589 [321])</td>
</tr>
<tr>
<td>10</td>
<td>Authentication Information (ISO 10589 [321])</td>
</tr>
<tr>
<td>14</td>
<td>LSP Buffersize (ISO 10589 [321])</td>
</tr>
<tr>
<td>22</td>
<td>Extended IS reachability (RFC 3784 [649])</td>
</tr>
<tr>
<td>128</td>
<td>IP Internal Reachability Information (RFC 1195 [105])</td>
</tr>
<tr>
<td>129</td>
<td>Protocols Supported (RFC 1195 [105])</td>
</tr>
<tr>
<td>130</td>
<td>IP External Reachability Information (RFC 1195 [105])</td>
</tr>
<tr>
<td>131</td>
<td>Inter-Domain Routing Protocol Information (RFC 1195 [105])</td>
</tr>
<tr>
<td>132</td>
<td>IP Interface Address (RFC 1195 [105])</td>
</tr>
<tr>
<td>133</td>
<td>Authentication Information (RFC 1195 [105])</td>
</tr>
<tr>
<td>134</td>
<td>Traffic Engineering router ID TLV (RFC 3784 [649])</td>
</tr>
<tr>
<td>135</td>
<td>Extended IP reachability TLV (RFC 3784 [649])</td>
</tr>
<tr>
<td>138</td>
<td>Shared Risk Link Group (RFC 4205 [373])</td>
</tr>
</tbody>
</table>

6.6 Similarities and Differences Between IS-IS and OSPF

It is helpful to consider the similarities and differences between IS-IS and OSPF. First, it should be noted that fundamentally there is little difference between OSPF and IS-IS. Thus, the differences center more on how certain things are done, often stylistic differences.

SIMILARITIES

There are several similarities between IS-IS and OSPF:

- Both protocols provide network hierarchy through two-level areas.
- Both protocols use Hello packets to initially form adjacencies and then continue to maintain them.
- Both protocols have the ability to do address summarization between areas.
- Both protocols maintain a link state database, and shortest path computation performed using Dijkstra’s algorithm.
- Both protocols have the provision to elect a designated router for representing a broadcast network.

DIFFERENCES

While there are similarities as noted above, there are several differences:
### TABLE 6.3 IS-IS and OSPF development/deployment timeline (adapted from [354]).

<table>
<thead>
<tr>
<th>Year</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>1987</td>
<td>IS-IS (CLNP) chosen as the OSI intradomain protocol from DECnet proposal</td>
</tr>
<tr>
<td>1988</td>
<td>NSFnet deployed; routing protocol uses an early draft of IS-IS Work on OSPF started IP extensions to IS-IS defined</td>
</tr>
<tr>
<td>1989</td>
<td>OSPFv1 (RFC 1131) published Proteon ships OSPF implementation IS-IS becomes ISO proposed standard</td>
</tr>
<tr>
<td>1990</td>
<td>Integrated IS-IS (RFC 1195) published</td>
</tr>
<tr>
<td>1991</td>
<td>OSPF v2 (RFC 1247) published Cisco ships its OSPF implementation Cisco ships its OSI-only IS-IS implementation</td>
</tr>
<tr>
<td>1992</td>
<td>Cisco ships dual–IS-IS implementation Many deployment of OSPF</td>
</tr>
<tr>
<td>1993</td>
<td>Novell publishes NLSP</td>
</tr>
<tr>
<td>1994</td>
<td>Cisco ships NLSP, rewriting IS-IS as well IS-IS is recommended for large ISPs due to recent rewrite and OSPF field experience, and CLNP mandate by NSF</td>
</tr>
<tr>
<td>1995</td>
<td>ISPs begin deployment of IS-IS</td>
</tr>
<tr>
<td>1996–1998</td>
<td>IS-IS niche popularity continues to grow (some ISPs switch to it from OSPF) IS-IS becomes barrier to entry for router vendors targeting large ISPs Juniper and other vendors ship IS-IS–capable routers</td>
</tr>
<tr>
<td>1999–present</td>
<td>Extensions continue for both protocols in parallel (e.g., Traffic Engineering)</td>
</tr>
</tbody>
</table>

- With OSPF, an area border router can sit on the boundary between the backbone area and a low-level area with some interfaces in the area while other interfaces are in the other area. In IS-IS, routers are entirely within one or the other area—the area borders are on links, not on routers.
- While OSPF packets are encapsulated in IP datagrams, IS-IS packets are directly encapsulated in link layer frames.
- The OSPF dimension-less link metric value is in the range 1 to 65,535, while IS-IS allows the metric value to be in the range 0 to 63 (narrow metric), which has been extended to the range 0 to 16,777,215 (wide metric).
- IS-IS being run directly over layer 2 is relatively safer than OSPF from spoofs or attacks.
- IS-IS keepalives can be used for MTU detection since they are MTU-sized TLVs that are explicitly checksummed and need to be verified as such.
- IS-IS allows overload declaration through an overload bit by a router to other routers. This is used, for example, by other routers to not consider an overloaded router in path computation.
Along with similarities and differences, it is helpful to also consider a timeline of evolution of OSPF and IS-IS as outlined in Table 6.3.

### 6.7 Summary

In this chapter, we have presented the OSPF protocol, discussing its main features at length. We have also described packet formats for certain key packets in OSPF. Furthermore, we have presented examples of LSAs for OSPF networks. We also presented the integrated IS-IS protocol through a summary of its key features. It is important to note that OSPF and IS-IS are stateful protocols. Note that both OSPF and IS-IS allow route redistribution capability (refer to Section 5.7).

We also provided a brief summary on similarities and differences between the OSPF and the IS-IS protocol. It may be noted that as of now there are no fundamental differences between OSPF and IS-IS. In retrospect, it can be said that market competition made both protocols as robust as possible. Thus, the choice of routing protocol for deployment in an ISP’s network is based on issues such as configuration management, maintainability of large networks, in-house expertise, and so on. Typically, medium- to large-scale ISPs use either OSPF or IS-IS protocol, while small providers or campus networks use routing protocols such as EIGRP. Finally, while OSPF defines the concept of areas, many providers deploy their networks configured simply with a single area (Area 0); in many instances, a single area is found to be easy to manage since all routers see the same view, which can be helpful in troubleshooting any routing problem.

### Further Lookup

While the link state routing protocol goes back to ARPANET when the “new” ARPANET routing was introduced [463], this approach gained significance during the early days of OSI protocol development. IS-IS was introduced in 1987. Factors including NSFnet deployment were key drivers in creating the first version of the OSPF protocol [503]. It was also recognized in the late 1980s that the IS-IS protocol can be tweaked to work in an IP environment [105].

The current OSPF standard, known as version 2, is described in RFC 2328 [505]; also, see [504] for a detailed discussion of OSPF. For a comparative discussion on OSPF and IS-IS, see [354]. For additional discussions on the similarities and differences between OSPF and IS-IS, see [83], [189], [211], [558]. For details on command line level configuration of OSPF and IS-IS, there are several books available; for example, see [189] for an excellent coverage.

OSPF has been extended for use with IPv6 addressing; often, this version of OSPF is referred to as OSPFv3; for details, see RFC 2740 [150].

### Exercises

#### 6.1. Review questions:

(a) What are the different OSPF packet types?

(b) What is the range of allowable metric values in OSPF and IS-IS?

(c) What is a database description packet?
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(d) What is a link state advertisement?
(e) What is a designated router?
(f) What is a network entity title?

6.2. Describe an usage of a not-so-stubby area.

6.3. Explore route redistribution between OSPF and EIGRP.

6.4. Identify the functionality in OSPF that allows a static route to be injected into an OSPF domain.

6.5. Consider a five-router OSPF network. How many entries will be in the routing table at each router?

6.6. Consider a fully-connected $N$-router OSPF network. Suppose one of the routers goes down. Estimate how many total link state messages would be generated before the network converges.

6.7. Why are different types of LSAs defined in OSPF?

6.8. How is the router ID determined in OSPF? How about IS-IS?

6.9. How is an OSPF area different from an IS-IS area?

6.10. Can you redistribute route learned from OSPF to IS-IS and vice-versa?

6.11. Refer to the discussion about the generic link state routing protocol framework in Section 3.4. Present a comparative assessment between the basic framework and OSPF/IS-IS.
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As late as 1842 a train was started only when sufficient traffic was waiting along the road to warrant the use of the engine.

John Moody

Reading Guideline
To get the most out of this chapter, we assume that you are already familiar with network flow modeling (discussed in Chapter 4); some familiarity with IP routing protocols such as OSPF and IS-IS (see Chapter 6) is necessary. By reading this chapter, you will know how to determine link weights for IP traffic engineering for an interior gateway protocol (IGP) such as OSPF or IS-IS.
In this chapter, we discuss traffic engineering for IP intradomain networks. The role of traffic engineering is to optimize an operational network so that performance requirements are met, yet network resources are well utilized. Traffic engineering is an essential component of IP intradomain operational networks, especially if the network is large. Traffic engineering addresses medium-term goals of a network and overall behavior of operational networks; typically, it does not cover adding new capacity, which falls under the network dimensioning problem. Furthermore, traffic engineering does not address issues such as traffic surge that last a few seconds to a few minutes, which may result in excessive delay for a very brief period; this is important to keep in mind in order to understand the context of traffic engineering.

7.1 Traffic, Stochasticity, Delay, and Utilization

7.1.1 What Is IP Network Traffic?

We start with a discussion about traffic in IP networks. To describe traffic, we first need to consider sources that generate IP traffic.

An IP network provides many services such as web and email; there are also interactive services such as telnet, ssh for terminal services. In current IP networks, the predominant traffic is due to applications that use TCP for transport layer; it has been reported that on a backbone link approximately 90% of traffic is TCP based [350]. A message content created by applications is broken into smaller TCP pieces, called TCP segments, by including TCP header information, which are then transmitted over the IP network after including IP header information; the data entity at the IP level is IP datagrams, while packet is also a commonly used term. Thus, traffic in an IP network is IP datagrams generated by various applications, without wondering which among the applications it is for.

Thus, when we talk about traffic volume on an IP network link, we are interested in knowing the number of IP packets flowing on a link in a certain unit of time. Usually, the time unit is considered in seconds. Thus, traffic volume can be specified in terms of IP packets offered per second, or packets per sec (pps). On the other hand, there is another measure of traffic volume that is often used—raw data rate units such as Megabits per sec (Mbps) or Gigabits per sec (Gbps). Indeed, there is a relation between pps and Mbps (or Gbps). Suppose we consider the average packet size to be $K$ Megabits. Then pps is related to Mbps as follows:

\[
\text{Traffic data rate (Mbps)} = \text{Packets per sec} \times \text{Average packet size (Megabits)}.
\]  

(7.1.1)

It is, however, not required that the average packet size be counted separately to obtain the data rate. With the sophisticated network monitoring system in current IP networks, the traffic data rate in Mbps (or Gbps) can be estimated based on measurements through either an active or passive monitoring system.

7.1.2 Traffic and Performance Measures

In an IP network environment, delay is a critical performance parameter since we are interested in ensuring that a packet generated from one end reaches the other end as soon as
possible. Interestingly, there is an analogy between road transportation networks and IP networks. In road transportation networks, delay depends on the volume of traffic as well as the number of street lanes (and speed limit) imposed by the system. Similarly, delay in an IP network can depend on the amount of traffic as well as the capacity of the system; thus, the following functional relation can be generally written:

\[ \text{Delay} = \mathcal{F}(\text{Traffic volume data rate}, \text{Capacity}). \]  

(7.1.2)

To be specific, the above relation is true only in a single-link system. When we consider a network where routing is also a factor, then a more general functional relation is as follows:

\[ \text{Delay} = \mathcal{F}(\text{Traffic volume data rate}, \text{Capacity}, \text{Routing}). \]  

(7.1.3)

### 7.1.3 Characterizing Traffic

So far, we have not said much about traffic volume except for Eq. (7.1.1); that is, traffic volume may be given through a single number, such as packets per second or Megabits per second. How do we obtain a number like this one?

Consider the arrival of packets to a network link. If we consider just a single request for a web page that is traversing the link, it may appear that the packets at the IP level are arriving in a deterministic fashion; the page is generated by the web server, which is broken into TCP segments that are wrapped with an IP header, and is then transmitted one after another; this is certainly from the point of view of a single web session. However, in a network link, many web sessions are active, each one being requested at a random start point by a user; this is similar for other traffic due to applications such as email, and so on. Thus, from the point of view of a network link, if we consider only the IP level, the link then sees random arrival of packets. Thus, a number that may represent pps cannot be a fixed, deterministic number; it is rather dictated by the randomness of traffic arrival. Thus, at most what we can say is average pps or average Mbps in regard to random traffic arrival. The primary question is: can we say anything about the characteristics of the random behavior?

Traditionally, it has been assumed that arrival of packets follows a well-known random process called the Poisson process, and the average arrival rate is the average rate for this Poisson process. However, in the early to mid-1990s, there were a series of studies based on actual measurements of packet traffic that reported that packet arrival behavior is not Poisson; rather traffic is self-similar in different time scales following heavy-tailed distributions, exhibiting long-range dependency; for example, see [160], [404], [545], [551], [740], [741]. Not to clutter the discussion here, definitions for Poisson process, self-similarity, long-range dependency, and heavy-tailed distributions are provided in Appendix B.10 and in Appendix B.11.

The key point to note here is that self-similarity contradicts the Poisson assumption; furthermore, a self-similar process with a heavy-tailed distribution impacts the delay behavior much worse than for a Poisson process. In a recent illuminating study [350] based on measurements from a backbone network link at OC-48 speed, it was observed that it is indeed possible that both Poisson behavior and self-similarity can co-exist; it is a matter of the time frame being considered. Specifically, they reported that in a subsecond time scale, the behavior is Poisson while in the scale of seconds long-range dependency is observed. We thus start with the assumption of the Poisson model and discuss how self-similarity can be factored in indirectly for the purpose of traffic engineering.
7.1.4 Average Delay in a Single-Link System

First, we assume that packet arrival to a network link follows a Poisson process with the average arrival rate as \( \lambda \) packets per sec. The average service rate of packets by the link is assumed to be \( \mu \) packets per sec. We consider here the case in which the average arrival rate is lower than the average service rate, i.e., \( \lambda < \mu \); otherwise, we would have an overflow situation. If we assume that the service time is exponentially distributed (see Appendix B.10), in addition to packet arrival being Poissonian, then the average delay, \( \tau \), can be given by the following formula, which is based on the \( M/M/1 \) queueing model (see Appendix B.12.2):

\[
\tau = \frac{1}{\mu - \lambda}.
\]  

(7.1.4)

Now consider that the average packet size is \( \kappa \) Megabits, and that the packet size is exponentially distributed. Then, there is a simple relation between the link speed \( c \) (in Mbps), the average packet size \( \kappa \), and the packet service rate \( \mu \), which can be written as:

\[
c = \kappa \mu.
\]  

(7.1.5)

This is then essentially the relation discussed earlier in Eq. (7.1.1). Combining \( \kappa \) with the packet arrival rate \( \lambda \), we can consider the arrival rate, \( h \), in Mbps as follows:

\[
h = \kappa \lambda.
\]  

(7.1.6)

If we multiply the numerator and the denominator by \( \kappa \), we can then transform Eq. (7.1.4) as follows:

\[
\tau = \frac{\kappa}{\kappa(\mu - \lambda)} = \frac{\kappa}{c - h}.
\]  

(7.1.7)

This relation can be rewritten as:

\[
\frac{\tau}{\kappa} = \frac{1}{c - h}.
\]  

(7.1.8)

If we now compare Eq. (7.1.4) and Eq. (7.1.8), we see that the average packet delay can be derived directly from the link speed and arrival rate given in a measure such as Mbps; the only difference is the factor \( \kappa \), the average packet size. Second, although it may sound odd, the quantity, \( \frac{\tau}{\kappa} \), can be thought of as the average “bit-level” delay on a network link where the average traffic arrival rate is assumed to be \( h \) Mbps. In other words, if we track the traffic volume in Mbps on a link and know the link data rate, we can get a pretty good idea about the average delay. There are a couple of advantages to this observation: first, we can use traffic volume, \( h \), and link speed, \( c \), in other units such as Gbps without changing the basic behavior on delay given by \( 1/(c - h) \); second, it is not always necessary to track the average packet size; third, if the delay is to be measured in millisec instead of sec, then \( 1/(c - h) \) must be multiplied by the constant, 1000, without changing the basic structure of the formula. Finally, whether we consider measures in packets
per sec or Mbps (or Gbps), the link utilization parameter, \( \rho \), that captures the ratio of traffic volume over the link rate, remains the same regardless of the average packet size since

\[
\rho = \frac{h}{c} = \frac{\kappa \lambda}{\kappa \mu} = \frac{\lambda}{\mu}. \tag{7.1.9}
\]

In essence, we can say that under the \( M/M/1 \) queueing assumption, the average delay, \( t(= \tau/\kappa) \), can be given in terms of the link speed \( c \) and the traffic rate \( h \) where \( h < c \) as

\[
t = \frac{1}{c - h} \tag{7.1.10}
\]

with utilization given by \( \rho = h/c \). Incidentally, Eq. (7.1.10) then gives a functional relation mentioned earlier in Eq. (7.1.2). What happens if we were to consider self-similarity of traffic? Unfortunately, there is no simple formula like the above when traffic is self-similar. It has been reported that the delay behavior with heavy-tail traffic is worse than that of the \( M/M/1 \) delay. Thus, we will create a fictitious delay function for self-similar traffic and plot it along with the \( M/M/1 \) delay as shown in Figure 7.1; note that in this figure the link speed \( c \) is kept fixed while the traffic rate \( h \) is increased—this is why the x-axis is marked in terms of link utilization, \( \rho \), given in percentage as \( \rho \) goes from 0 to 100%.

Figure 7.1 is, in fact, very helpful in letting us see a problem from the perspective of traffic engineering. For instance, suppose that to provide acceptable perception to users, we want to maintain the average delay at say 20 millisec. From the graph, we can see that with the \( M/M/1 \) average delay formula, the link can handle an arrival traffic rate up to about 80% of the link capacity while maintaining the acceptable average delay. However, if the traffic does not follow the Poisson process, then the delay would be much worse at the same utilization.
value; for instance, in this fictitious graph of delay, we can see that the delay would be about 50 millisec instead. Certainly this is not desirable when the acceptable delay is required to be below 20 millisec. Thus, instead of taking a vertical view at a certain utilization, we take the horizontal view at an acceptable average delay. If we do so, we see that to maintain the average delay at or below 20 millisec, the non-Poisson traffic cannot go beyond 50% link utilization.

In regard to traffic engineering, there are two important points to note from the above discussion. First, there is a direct relation between delay and utilization; because of this, requiring a network to maintain a certain delay can be recast as requiring the utilization to be kept below an appropriate level. Second, since there is no simple formula to consider delay for self-similar traffic, being conservative on the requirement on utilization can often be sufficient for the purpose of traffic engineering. For example, in the above example, we observe that keeping utilization at 50% would be more appropriate than letting it grow to 80%. Due to the relation between traffic volume and capacity through utilization ($\rho = h/c$), this means that for a fixed link speed $c$, we need to keep the traffic volume at a lower level than would otherwise be indicated for Poisson traffic in order to address traffic engineering needs.

### 7.1.5 Nonstationarity of Traffic

The analysis/discussion above is based on stationary traffic assuming that an average traffic data rate is given. However, network traffic has been observed to be nonstationary and can be time dependent. For example, consider a 24-hour network traffic profile on a link as shown in Figure 7.2. We can see that the data rate is different depending on the time of the day; in this specific instance, the traffic volume data rate range is from below 8 Mbps to as high as 30 Mbps. If, for the purpose of traffic engineering, we were to use traffic volume to be the data rate, say at midnight (about 8 Mbps), and determine link capacity needed to be, say 15 Mbps (based on utilization being about 50%), then we will certainly be overlooking many

![FIGURE 7.2 Traffic data rate over a 24-hour period.](image)
time windows when the traffic volume will overflow this capacity. This tells us that it would make more sense to consider the peak of the traffic data rate (or, say 90% of the peak traffic) over the 24-hour window as the traffic volume needed for traffic engineering consideration. In this example, the peak traffic volume rate is about 30 Mbps; thus, for an acceptable delay or utilization, at least a 45 Mbps link would be desirable.

Remark 7.1. Traffic engineering and network dimensioning.

From the illustration above, it could be argued that a 45-Mbps link is not sufficient since the utilization at the peak traffic rate would be over 60%. For example, 60 Mbps would be minimally necessary considering 50% as acceptable utilization. However, the determination of actual link speed to put in place or lease, especially in a backbone network, also depends on the actual cost of establishing or leasing the link. The problem of determining the appropriately sized link, especially taking into consideration network cost minimization, is often considered under network dimensioning rather than under traffic engineering, while the distinction is sometimes blurry if you read the current literature. We will assume that the goal of traffic engineering is to see if the network can provide acceptable delay or utilization for offered traffic in a capacitated environment.

Remark 7.2. Traffic engineering and traffic estimation.

From Figure 7.2, it is clear that the offered traffic should be chosen wisely and may depend on the time of day. In fact, traffic estimation is itself a challenging problem; there has been much recent work on understanding how to do it and how to do it as accurately as possible, especially for a large network. We assume that through some process, the offered traffic is determined for use in traffic engineering.

7.2 Applications’ View

In the previous section, we presented traffic as viewed from the network layer. Since applications are the ones that generate IP traffic, it is helpful to understand the requirements in regard to applications. Since most commonly used applications such as web, email are TCP-based, from an application point of view, not only should the delay perception be minimized, but the throughput of data rate transfer is also an important consideration; this is necessary since TCP uses an adaptive sliding window mechanism to regulate how much data to be pumped based on perception of congestion (see Section 22.2). Thus, we discuss two important aspects: TCP throughput and bandwidth-delay product and how they need to be accounted for in traffic engineering.

7.2.1 TCP Throughput and Possible Bottlenecks

It has been noted that TCP throughput depends primarily on three factors: the maximum segment size ($S$), the round-trip time ($RTT$), and the average packet loss probability ($q$). A key result [224], [225], [450] on TCP throughput is the following:

$$TCP \text{ throughput} = \frac{1.22 S}{RTT \times \sqrt{q}}$$  \hspace{1cm} (7.2.1)
An important question is: from the traffic engineering perspective, where and how does an IP network fit in the three factors and the relation shown in Eq. (7.2.1)? First, we see that the segment size should be as large as possible. However, note that the maximum segment size is not entirely within the control of the network since it is negotiated by the end hosts; at the same time, this tells us that the network link should be set for the maximum transmission unit possible so that the network link itself does not become the bottleneck in reducing the TCP throughput of end applications. Since end hosts are connected to Ethernet (where the maximum transmission unit that can be handled is 1500 bytes), it is imperative that the core network links have the ability to handle packets of at least this size to avoid any fragmentation of packets into multiple smaller packets.

The second factor that affects TCP throughput is the round-trip time. From Eq. (7.2.1), we see that the round-trip time should be minimized, which means that one-way delay must be minimized. While many factors, including processing at the end hosts can impact delay, from the point of view of the network, it is important that the delay on a network link be minimized. Since numerous TCP sessions traverse through a network for different source destinations, delay minimization in an IP network is an important goal. Recall our discussion earlier about the direct relationship between delay and utilization, which tells us that utilization should be kept below a desirable value in lieu of considering delay.

The third factor is the average packet loss probability. The average packet loss can depend on many points along a TCP connection; the end hosts may drop a packet, the edge network may drop a packet, there may be bit error rate, and so on. A core network can minimize its contribution to the packet loss probability by ensuring that the bit error is not a dominant factor, which is a fair assumption in fiber-based transmission networks now commonly deployed in core networks. However, there is another factor that can contribute to the increase in packet loss probability—that is, if the buffer size at a router is not sized properly. Since packets arrive at random time, it is quite possible that the queue builds up at a router. If there is not enough buffer space, a router is forced to drop packets. If this happens, the affected TCP sessions are forced to reduce the data rate since a drop packet is commonly understood by a TCP session to be an indication of congestion. That is, even if a network link has enough bandwidth, it is quite possible that if a router buffer is not sized properly, it may appear as congestion to TCP sessions; in other words, the router buffer size has the potential to be another bottleneck in reducing TCP throughput. Thus, the router buffer should be sized properly for the benefit of traffic engineering of a network. How do we estimate router buffer size? To determine this, it is helpful to consider the bandwidth-delay product.

### 7.2.2 Bandwidth-Delay Product

The term bandwidth-delay product means exactly what it says—that is, to take the product of the bandwidth and the delay. In case of a network link, the bandwidth then refers to the link speed and the delay refers to what the network would like to account for. For example, if the link speed is given in Mbps and the round-trip time delay in seconds, then the product will result in a quantity in Megabits. What does this quantity signify? This is none other than the amount of data the network link needs to handle in-flights, often referred to as the window...
To put it formally, if $c$ is the data rate of a link ("bandwidth") and $RTT$ is the round-trip time delay, then the bandwidth-delay product defines the window $W$ given by

$$W = c \times RTT.$$  

(7.2.2)

Router buffer size has a strong relation to the bandwidth-delay product, which will be addressed next.

### 7.2.3 Router Buffer Size

From the network’s point of view, the window determined by the bandwidth-delay product is an important factor to consider without this becoming a bottleneck for end applications, especially for synchronized TCP flows. In other words, this window allows the number of packets that can be generated by end applications that are still outstanding, without being acknowledged. Since such outstanding packets can arrive at a router in a short span of time (and for many different TCP sessions), the router buffer needs to be sized to account for the bandwidth-delay product so that it does not become a bottleneck. This rule of thumb for sizing the router buffer based on the bandwidth-delay product has been around for some time [335], [721].

For consideration of buffer size, we need to be careful about how we interpret delay. The delay here is not the propagation delay of the immediate outgoing link; the delay is rather an estimate of the round-trip delay for most applications that use this link. A commonly used value of round-trip delay for this purpose is 250 millisec. As an illustration, consider a T3 network link that has a data rate of 45 Mbps; if we assume the delay to be 250 millisec, the window size is 11.25 Megabits, or approximately 1.4 Megabytes. Certainly, this buffer size is a reasonable number for current hardware technology. Now, consider an ultra–high-speed link such as OC-768 that has a data rate of 40 Gbps; for 250 millisec estimate on round-trip time, the rule of thumb would result in 1.25 Gigabytes of buffer size—a number difficult to implement in hardware technology. Thus, a fresh look at buffer sizing is required.

Note that the rule of thumb is quite valid when bulk TCP microflows are synchronized. However, due to the random arrival of TCP sessions, such synchronization may be unlikely. In a series of recent studies, a number of new schemes for core router buffer sizing have been proposed; for example, one proposal [25] suggests that if there are $n$ simultaneous TCP microflows, the buffer size can be set to the bandwidth-delay product divided by $\sqrt{n}$, while another suggests a different view in that it should be proportional to the number of TCP connections [177], and while another proposal [259] suggests that the buffer size in terms of number of IP packets can be set to two times the number of links.

Whether the old rule of thumb is used, or any new rule is used, it is important that router buffer sizing is done adequately for all types of applications that may traverse a network link. Note, however, that the router buffer size is set by the router vendor when a router is shipped. Typically, buffers are carved into different sizes based on the configured maximum transmission unit of each interface. Thus, a network provider does not have the option to change it, except to inquire about it.

The important lesson from the perspective of traffic engineering is that if the router buffer is not sized properly, a network router has the potential to be a bottleneck leading to dropping
of packets, thereby reducing TCP throughput between end hosts. Thus, we will assume for the rest of the chapter that buffer sizing is adequately addressed.

### 7.3 Traffic Engineering: An Architectural Framework

So far our discussion has centered primarily on a single-link system. What are the issues in a network once we go beyond a single-link system? Since a network consists of a number of routers, it is important to estimate source-destination traffic volume rather than on a link basis to obtain a *traffic matrix* that can be used for traffic engineering. Given the traffic volume between different demand pairs and the capacity of network links, the primary traffic engineering goal is to optimize a suitable objective function to obtain the *optimal link weight system* while recognizing that the network uses shortest path routing for forwarding traffic.

The above description requires a bit more clarity in light of OSPF and IS-IS protocols, and where and how traffic engineering fits in. First and foremost, traffic engineering occurs outside the actual network. This can be illustrated through an architectural framework of the traffic engineering system as shown in Figure 7.3. From the actual network, traffic measurements are collected to estimate the traffic matrix; furthermore, topology and configuration are also obtained from the network. Based on topology and configuration, along with the traffic matrix, a link weight determination process determines link weights keeping in mind that OSPF/IS-IS uses shortest path routing. The computed link weight for each link is then injected into the network; that is, each router receives metrics for its outgoing links through this external process. Once a router receives these link metrics, it then disseminates through flooding of link-state advertisements (LSAs) to other routers through the normal OSPF/IS-IS flooding process. This would mean that if no new link weights are obtained from the traffic engineering system when the age field of an LSA expires, the router will generate a new LSA by continuing to use the link metric value it received last from the traffic engineering system. An obvious question then is: how often does the traffic engineering system update the link weights? This is certainly up to each network provider. Currently, most network
providers use such an approach to update link weights either once a day or once a week, partly to avoid short-term traffic fluctuations by changing link weights too often, and partly since accurate traffic matrix determination from the measurements is a fairly complex and time-consuming process. For additional discussion, see Section 7.8.

7.4 Traffic Engineering: A Four-Node Illustration

We will first discuss the traffic engineering problem in a network by considering a four-node network. Assume that in this four-node network, there is traffic volume for only a single demand pair; this is then a single-commodity problem. We first briefly revisit the single commodity network flow problem described earlier in Chapter 4, assuming that the reader is already familiar with the material presented in Chapter 4. We will then indicate how this problem changes when link weights are introduced.

7.4.1 Network Flow Optimization

We will consider traffic volume to exist for the demand pair 1:2; this pair will be identified as demand identifier 1. We will denote the path from node 1 to 2 via 3 as path number 1, and the path from 1 to 2 via node 4 as path number 2, and denote the flow variables as $x_{11}$ and $x_{12}$, respectively (see Figure 7.4). Thus, to carry the traffic volume $h_1$ for demand identifier 1, i.e., from node 1 to node 2, the following must be satisfied:

$$x_{11} + x_{12} = h_1.$$  (7.4.1)

Certainly, we require that flow on each path is non-negative, i.e., $x_{11} \geq 0, x_{12} \geq 0$. Let the link be identified as 1 for 1-3, 2 for 3-2, 3 for 1-4, and 4 for 4-2. Then, we can list the flows to satisfy the capacity constraints as follows:

$$x_{11} \leq c_1, \quad x_{11} \leq c_2, \quad x_{12} \leq c_3, \quad x_{12} \leq c_4.$$  (7.4.2)

Note that we can combine constraints $x_{11} \leq c_1$, and $x_{11} \leq c_2$ to a single constraint by considering whichever capacity is more stringent, i.e., as $x_{11} \leq \min\{c_1, c_2\}$; this is similar for the other two constraints. However, we will list them all since this is the general representation, un-
less we consider specific values of capacity. Suppose our goal is to minimize maximum link utilization (see Sections 4.2.3 and 4.3.2). Then, we can write the optimization problem as

\[
\begin{align*}
\text{minimize} \quad & F = \max \left\{ \frac{x_{11}}{c_1}, \frac{x_{11}}{c_2}, \frac{x_{12}}{c_3}, \frac{x_{12}}{c_4} \right\} \\
\text{subject to} \quad & x_{11} + x_{12} = h_1 \\
& \quad x_{11} \leq c_1, \quad x_{11} \leq c_2, \quad x_{12} \leq c_3, \quad x_{12} \leq c_4 \\
& \quad x_{11} \geq 0, \quad x_{12} \geq 0.
\end{align*}
\]

(7.4.3)

As discussed earlier in Section 4.3.2, the above problem can be written as the following equivalent linear programming (LP) problem:

\[
\begin{align*}
\text{minimize} \quad & F = r \\
\text{subject to} \quad & x_{11} + x_{12} = h_1 \\
& \quad x_{11} \leq c_1 r, \quad x_{11} \leq c_2 r, \quad x_{12} \leq c_3 r, \quad x_{12} \leq c_4 r \\
& \quad x_{11} \geq 0, \quad x_{12} \geq 0.
\end{align*}
\]

(7.4.4)

We now consider two specific examples.

**Example 7.1** All links of the same capacity (Figure 7.5).

Suppose all links are of same capacity, say 100 Mbps, and we are given that \( h_1 = 60 \) Mbps. Then, two constraints can be dropped, and the problem can be compactly formulated as

\[
\begin{align*}
\text{minimize} \quad & F = r \\
\text{subject to} \quad & x_{11} + x_{12} = 60 \\
& \quad x_{11} \leq 100 r \\
& \quad x_{12} \leq 100 r \\
& \quad x_{11}, x_{12} \geq 0.
\end{align*}
\]

(7.4.5)

Intuitively, it is optimal to split the demand evenly on both paths, i.e., \( x_{11}^* = x_{12}^* = 30 \). In fact, this is the optimal solution we would get from solving Problem Eq. (7.4.4) if we use an LP solver. Here, the optimal link utilization is \( r^* = 30/100 = 0.3 \). ▲

![Figure 7.5](image_url) A four-node network example with the same link capacity.
Example 7.2  Links with different capacity (Figure 7.6).

Suppose that the demand volume remains at $h_1 = 60$, but capacities of links on path 1-3-2 are 10 Mbps each while those of path 1-4-2 are still at 100 Mbps. Then, it makes sense to send more traffic on path 1-4-2 than on path 1-3-2. How much to send depends on the optimal balance. This can be obtained by noting that at the optimal solution, we must have

$$\frac{x_{11}^*}{10} = \frac{60 - x_{11}^*}{100}. \quad (7.4.6)$$

This implies that path 1-3-2 will be assigned flow $x_{11}^* = 60/11$ and path 1-4-2 will be assigned flow $x_{12}^* = 600/11$. In this case, $r^* = 6/11 \approx 0.5454$. Again, the same optimal solution can be obtained by using an LP solver. Note that while both paths have the same utilization, path 1-4-2 is allocated approximately 90% of the traffic volume.

From the above examples, we can say that network flow optimization of a single-commodity network flow problem results in proportional flow allocations at optimality. What if we use shortest path routing? In the next section, we will discuss the connection between shortest path routing and network flow optimization.

### 7.4.2 Shortest Path Routing and Network Flow

In an IP network based on the OSPF or IS-IS protocol, the shortest path is computed based on the link weight (cost or metric) that is exchanged through flooding. It is important to note that this computation does not consider the traffic volume or capacity of the network. Thus, the general question is: how is shortest path routing related to network flow modeling? To understand this problem, we consider the four-node problem again, first starting with special cases of capacity illustrated above. We will denote the link weights by the notation $w$; thus, $w_1$ is the link weight for link-id 1 (i.e., link 1-3), $w_2$ for link-id 2 (i.e., link 3-2), and so on.

Example 7.3  Optimal flow decision with shortest path routing.

Consider again the case in which all links have the same capacity, i.e., 100 Mbps. In this case, the optimal decision from network flow optimization was to split the traffic volume
equally among the two paths. Recall that OSPF allows equal-cost multipath (ECMP) (see Section 6.2.7); thus, if we can pick the link weight in such a way that an equal splitting of traffic can be achieved, we achieve the same optimal flow as network flow optimization. This can be realized if we pick the link weight to be 1 on each link (i.e., \( w_1 = w_2 = w_3 = w_4 = 1 \)); we then achieve this splitting since each path cost is 2 and with ECMP, the traffic volume will be equally split. In other words, a hop-based metric will work in this case.

What if the links are of different size, i.e., 10 Mbps for links 1-3 and 3-2 and 100 Mbps for links 1-4 and 4-2? If we still keep the link weight at 1 each, then of the total traffic volume of 60 Mbps, half will try to use path 1-3-2 due to ECMP. However, the capacity limit on this path is 10 Mbps; that is, a 30 Mbps data traffic on this path will cause massive overflow! This means that we need to use some other link weights so that this does not happen. Essentially, we want traffic flow to veer away from path 1-3-2 since the capacity of this path is much smaller than the other path. A way to accomplish this would be to set the link weight as the inverse of the link capacity, i.e.,

\[
w_1 = \frac{1}{10}, \quad w_3 = \frac{1}{100}.
\]

This would imply that the path cost for path 1-3-2 is \( \frac{2}{10} \) while the path cost for path 1-4-2 is \( \frac{2}{100} \); thus, all of traffic volume, 60 Mbps, will be allocated to path 1-4-2 since 1-4-2 is the shortest path with this set of link weights. In fact, under shortest path routing this is the best we can do, and the maximum link utilization is \( \frac{60}{100} = 0.6 \). In other words, it is not possible to achieve the optimality that was achieved with pure network flow optimization where the optimal flows were proportional flows.

From the above illustration, we can see that link weights is really driving the flow. While it seems that \( x_{11} \) is dependent only on link weights \( w_1 \) and \( w_2 \), the actual values of the other link weights \( w_3, w_4 \) do also matter in the allocation of flow to \( x_{11} \); this is similar for \( x_{12} \). That is, flows \( x_{11} \) and \( x_{12} \) are really dependent on all link weights \( w_1, w_2, w_3, w_4 \). If we use \( \mathbf{w} = (w_1, w_2, w_3, w_4) \) to denote the array of link weights for all links, then we can write the dependency as \( x_{11}(\mathbf{w}) \) and \( x_{12}(\mathbf{w}) \). Since the total flow needs to be equal to the traffic demand volume, we can write

\[
x_{11}(\mathbf{w}) + x_{12}(\mathbf{w}) = h_1. \tag{7.4.7}
\]

Now compare Eq. (7.4.7) to Eq. (7.4.1); they are almost the same except for the dependency on \( \mathbf{w} \). Similarly, the link-flow requirements can be written for dependent flow variables as

\[
x_{11}(\mathbf{w}) \leq c_1, \quad x_{11}(\mathbf{w}) \leq c_2, \quad x_{12}(\mathbf{w}) \leq c_3, \quad x_{12}(\mathbf{w}) \leq c_4. \tag{7.4.8}
\]

Again compare Eq. (7.4.8) to Eq. (7.4.2), and note the difference due to dependency on \( \mathbf{w} \). In regard to the link weight system \( \mathbf{w} \), there are some restrictions on what values a link metric can take; for example, in OSPF, the range is from 1 to \( 2^{16} - 1 \) while in IS-IS the range is from 0 to 63. While in the above illustration we chose link metric also as the inverse of link speed, we can use a normalization factor to change the link metrics to an acceptable range; for example, if we multiply by 100, then the metric for a link with speed 10 Mbps would be 10 (=100/10) while the metric for a link with speed 100 Mbps would be 1 (=100/100). For simplicity, we
denote the set of allowable values for link metrics as \( W \). Thus, similar to Eq. (7.4.4), we can write the following optimization problem:

\[
\begin{align*}
\text{minimize}_{(w, r)} & \quad F = r \\
\text{subject to} & \quad x_{11}(w) + x_{12}(w) = h_1 \\
& \quad x_{11}(w) \leq c_1 r, \quad x_{12}(w) \leq c_2 r, \\
& \quad x_{12}(w) \leq c_3 r, \quad x_{12}(w) \leq c_4 r \\
& \quad x_{11}(w) \geq 0, \quad x_{12}(w) \geq 0 \\
& \quad w_1, w_2, w_3, w_4 \in \mathcal{W}.
\end{align*}
\] 

(7.4.9)

We will refer to the above formulation as the single-commodity shortest path routing–based flow (SCSPRF) problem, to distinguish it from the single-commodity network flow problem presented in Eq. (7.4.4). As noted earlier for Eq. (7.4.4), capacity constraints \( x_{11}(w) \leq c_1 r \) and \( x_{11}(w) \leq c_2 r \) can be combined into a single constraint by considering the smaller of the link capacities \( c_1 \) and \( c_2 \) indicating the tighter constraint; this is similar for the other two capacity constraints.

It is important to note the following observations in regard to Eq. (7.4.4) and Eq. (7.4.9):

- In Eq. (7.4.9), the main variables are link weights \( w \) and maximum link utilization, \( r \); flow variables \( x(w) \) are dependent variables while in Eq. (7.4.4), the main variables are \( x \) and \( r \).
- If we denote the optimal objective cost for the network flow problem Eq. (7.4.4) by \( F^*_{\text{netflow}} \), and the optimal objective cost due to shortest path–based flow problem Eq. (7.4.9) by \( F^*_{\text{SPR}} \), then we can write

\[
F^*_{\text{netflow}} \leq F^*_{\text{SPR}}.
\] 

(7.4.10)

Intuitively, we can see this relation since the restriction on flow variables due to the link weight can be thought of as additional restrictions/constraints on the original network flow problem; thus, any additional restrictions can/may increase the optimal cost of the original network flow problem.

In addition, there is an important difference to note. While Eq. (7.4.4) is a linear programming problem, Eq. (7.4.9) is not. In addition, Eq. (7.4.9) is not a standard nonlinear programming problem due to implicit functional dependency of flows, \( x \), on the link weight system \( w \). More importantly, Eq. (7.4.9) cannot be directly solved as we have already noticed. Note that so far, we have used two simple rules for choosing link weights in illustrating Example 7.3. We start by summarizing these two rules:

**Rule-1:** Choose the link weights to be based on hop count, to be referred to as a hop-based metric

**Rule-2:** Choose the link weights to be based on the inverse of the link speed, to be referred to as an inverse-of-the-link speed metric.

We digress a bit further with these two rules in relation to earlier examples by considering certain variations.
Example 7.4 Changing the traffic volume in Example 7.3.

Consider reducing the traffic volume for pair 1:2 from 60 Mbps to 5 Mbps. In this case, we note that even if we use Rule 1 on the link capacity as given in Figure 7.6, we do not face the overflow problem discussed earlier in Example 7.3. This would cause the maximum link utilization to be 0.25 since 2.5 Mbps of traffic volume would be allocated to path 1-3-2 with the remaining 2.5 Mbps allocated to path 1-4-2 due to ECMP. If Rule 2 is used, then all traffic would be allocated to path 1-4-2, and thus, the maximum link utilization in this case is 0.05. With either rule, we can see that when traffic volume is low compared to network capacity, the utilization remains low.

Now consider the topology with all links being 100 Mbps (Figure 7.5). In this case with 5 Mbps of network traffic, we will arrive at the same maximum link utilization (= 0.025) with either rule for link weight.

From the above illustration, it is easy to see that if all links in a network are of the same speed, then the link weight based on the inverse-of-the-link speed is the same as the hop-based metric. Thus, Rule 1 can be thought of as a special case of Rule 2. We next consider an example where due to an anticipated increase in network traffic, a new link is added; this actually falls under the network dimensioning problem. It should be noted that there are systematic ways to address the network dimensioning problem in terms of where to add capacity and if new links should be added; for a detailed discussion, see [564]. Here, we present a simple illustration to address the impact on the link weight selection rules.

Example 7.5 Topology change in anticipation of increase in traffic volume.

Consider the network shown in Figure 7.7. Note that there is one key change from the topology shown in Figure 7.5: a new direct link between node 1 and node 2 is added; we will identify this link as link number 5, and the link weight as \( w_5 \), while keeping the link numbering for other links as before. Suppose that this link was added in anticipation of an increase in traffic volume. Now we have one more path possible from node 1 to node 2; we label this path as path number 3 with the flow variable labeled as \( x_{13} \). Formulation (7.4.9) will now change to the following:

\[
\begin{align*}
\text{Minimize} & \quad \sum_{e \in E} c_e x_e \\
\text{subject to} & \quad \sum_{e \in P} w_e x_e \leq C_e \quad \forall e \in E, \quad \forall P \subseteq E \\
& \quad x_e \geq 0 \quad \forall e \in E \\
& \quad x_{13} \geq 0 \\
\end{align*}
\]

Figure 7.7 A four-node network example with five links.
Traffic Engineering: A Four-Node Illustration

\[
\begin{align*}
\text{minimize}_{\{w, r\}} & \quad F = r \\
\text{subject to} & \quad x_{11}(w) + x_{12}(w) + x_{13}(w) = 60 \\
& \quad x_{11}(w) \leq 100 r \\
& \quad x_{12}(w) \leq 100 r \\
& \quad x_{13}(w) \leq 100 r \\
& \quad x_{11}(w), x_{12}(w), x_{13}(w) \geq 0 \\
& \quad w_1, w_2, w_3, w_4, w_5 \in \mathcal{W}.
\end{align*}
\]

(7.4.11)

Note the difference between Eq. (7.4.9) and Eq. (7.4.11). In the latter, specific values of capacity and traffic volumes are shown along with the new path; furthermore, since the link capacities are the same, only a single-capacity constraint is shown for path number 1 and path number 2.

We can easily see that regardless of whether we use Rule 1 or Rule 2, all traffic will be allocated to the direct link path on link number 5 with shortest path routing since the direct link is the shortest path under either rule for the link weight. In this case, the maximum link utilization is \( r = 60/100 = 0.6 \).

From the above illustration, we note that Rule 2 does not always work well since in this instance, by adding a new link, we have syphoned all traffic to take the new link, instead of equally splitting flow allocation among the three paths. This means that we have increased maximum link utilization, thereby increasing average network delay for a traffic volume of 60 Mbps by adding new link/capacity compared to when the direct link did not exist. This is certainly counterintuitive. In road transportation networks, an analogous situation has long been known; it states that under certain load conditions the travel cost can increase with the addition of a new link (road), which is known as Braess’ Paradox ([91], [280], [447]). A phenomenon similar to Braess’ paradox can be induced in IP networks if link weights are not chosen properly.

Going back to the network shown in Figure 7.7, an important question is: can we choose a better set of link weights that will reduce maximum link utilization compared to when Rule 2 is used, i.e., a better solution to Eq. (7.4.11)? This is possible if we choose the link weights as follows (see Figure 7.8): \( w_1 = w_2 = w_3 = w_4 = 1, \quad w_5 = 2 \).

This way, the path cost for all paths are 2; thus, due to ECMP, traffic volume will be equally split among the three paths, thereby reducing maximum link utilization, \( r \), to 0.2.

![Figure 7.8](image)
from 0.6. In fact, this set of link weights is optimal for the SCSPRF problem, Eq. (7.4.11). It should be noted that the optimal link weights are not unique; for example, if we choose
\[ w_1 = w_2 = w_3 = w_4 = 2, \quad w_5 = 4, \]
it will result in the same optimal maximum link utilization value, \( r^* = 0.2 \).

While for Eq. (7.4.11), we have found an optimal set of link weights by inspecting the data for the problem, this is not always easy, especially for a large network problem. In the next sections, we discuss the general problem and possible solutions.

### 7.5 Link Weight Determination Problem: Preliminary Discussion

In the previous section, we emphasized the need to determine a good set of link weights by considering a single-commodity problem. In an IP network, there can be traffic volume between any pair of routers that serves IP subnets; thus, the general problem is *multicommodity* in nature. Our goal here is to determine link weights for given traffic volume demand and capacity limits where a certain objective is optimized. A good candidate for this objective/goal is to minimize the maximum link utilization in the network; thus, we will start with this objective; later, we will consider other objectives as well.

From the discussion in the previous section for the single-commodity example, you can see the similarity between the multicommodity network flow (MCNF) problem discussed earlier in Section 4.4 and the multicommodity shortest path–based routing flow (MCSPRF) problem we face for IP network traffic engineering; the key difference is that the MCSPRF problem is required to have the link weight as the main variables. Thus, analogous to Formulation (4.4.10) for the MCNF problem with minimizing maximum link utilization, we can state the MCSPRF formulation with the same objective as follows:

\[
\text{minimize}_{[w,r]} \quad F = r \\
\text{subject to} \quad \sum_{p=1}^{P_k} x_{kp}(w) = h_k, \quad k = 1, 2, \ldots, K \\
\quad \sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{kp\ell} x_{kp}(w) = y_{\ell}, \quad \ell = 1, 2, \ldots, L \\
\quad y_{\ell} \leq c_{\ell} r, \quad \ell = 1, 2, \ldots, L \\
\quad w_1, w_2, \ldots, w_L \in W \\
\quad x_{kp}(w) \geq 0, \quad p = 1, 2, \ldots, P_k, \quad k = 1, 2, \ldots, K \\
\quad y_{\ell} \geq 0, \quad \ell = 1, 2, \ldots, L \\
\quad r \geq 0.
\]

(7.5.1)

Notations for this problem and other related problems are summarized in Table 7.1. If we relax the requirement on path flow being subject to link weights, then the corresponding MCNF problem can be written as
Table 7.1 Summary of notation used in MCNF and MCSPRF formulations.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>Number of demand pairs with positive demand volume</td>
</tr>
<tr>
<td>$L$</td>
<td>Number of links</td>
</tr>
<tr>
<td>$h_k$</td>
<td>Demand volume of demand index $k = 1, 2, ..., K$</td>
</tr>
<tr>
<td>$c_\ell$</td>
<td>Capacity of link $\ell = 1, 2, ..., L$</td>
</tr>
<tr>
<td>$P_k$</td>
<td>Number of candidate paths for demand $k, k = 1, 2, ..., K$</td>
</tr>
<tr>
<td>$\delta_{k\ell p}$</td>
<td>Link-path indicator, set to 1 if path $p$ for demand pair $k$ uses the link $\ell$; 0, otherwise</td>
</tr>
<tr>
<td>$\xi_{kp}$</td>
<td>Unit cost of flow on path $p$ for demand $k$</td>
</tr>
<tr>
<td>$\hat{\xi}_\ell$</td>
<td>Unit cost of flow on link $\ell$</td>
</tr>
<tr>
<td>$w_\ell$</td>
<td>Link weight for link $\ell = 1, 2, ..., L$</td>
</tr>
<tr>
<td>$x_{kp}(w)$</td>
<td>Flow amount on path $p$ for demand $k$ for given link weight system $w$</td>
</tr>
<tr>
<td>$x_{kp}$</td>
<td>Flow amount on path $p$ for demand $k$</td>
</tr>
<tr>
<td>$y_\ell$</td>
<td>Link flow variable for link $\ell$</td>
</tr>
<tr>
<td>$r$</td>
<td>Maximum link utilization variable</td>
</tr>
</tbody>
</table>

* Use as a superscript with a variable to indicate optimal solution, e.g., $x_{kp}^*$

\[
\begin{align*}
\text{minimize}_{\{x,y,r\}} & \quad F = r \\
\text{subject to} & \quad \sum_{p=1}^{P_k} x_{kp} = h_k, \quad k = 1, 2, ..., K \\
& \quad \sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{k\ell p} x_{kp} = y_\ell, \quad \ell = 1, 2, ..., L \\
& \quad y_\ell \leq c_\ell r, \quad \ell = 1, 2, ..., L \\
& \quad x_{kp} \geq 0, \quad p = 1, 2, ..., P_k, \quad k = 1, 2, ..., K \\
& \quad y_\ell \geq 0, \quad \ell = 1, 2, ..., L \\
& \quad r \geq 0.
\end{align*}
\]

(7.5.2)

If we denote the optimal objective cost for MCNF Formulation (7.5.2) by $F_{\text{MCNF}}^*$, and the optimal objective cost for MCSPRF Formulation (7.4.9) by $F_{\text{MCSPRF}}^*$, we can write

\[
F_{\text{MCNF}}^* \leq F_{\text{MCSPRF}}^*.
\]

(7.5.3)

That is, this relation holds much like the single-commodity illustration given earlier.

Why is it important to consider the relaxed problem shown by Eq. (7.5.2)? It so happens that the relaxed problem, which is an LP problem, has an equivalent LP problem called the dual that allows us to obtain a set of link weights; not only that, commercial LP solvers can be used on the network flow problem, without needing to develop a specialized algorithm, to obtain link weights; at least, this is doable for networks of reasonable size. In other words, we cannot completely rule out development of specialized algorithms for determining link weights. In any case, link weights so obtained may not be from the allowable range; thus, some transformation/scaling might be necessary. Once we have made this adjustment on link weights, we can determine flows and compute the objective cost of Eq. (7.5.1) to see how far this is from Eq. (7.5.2). It may be noted that flows so obtained based on dual-based
link weights may not necessarily match the flow directly obtained from solving the original MCNF problem since the optimal solution to the original problem Eq. (7.5.2) can result in proportional flows. Furthermore, flow allocation based on a dual-based weight can be different depending on whether the network has the ECMP feature activated. Finally, the dual-based approach holds for any MCNF problem; that is, this result is not dependent on the specific objective function discussed above as long as the objective function is linear. This will be clear from the discussion in the next section.

7.6 Duality of the MCNF Problem

We will now consider the MCNF problem with different objective functions and the corresponding dual problems for different objectives. We first start with minimum cost routing for a three-node network to illustrate how dual problems are formulated.

While the minimum cost routing objective is not an appropriate objective for the IP traffic engineering problem, it is a good one to help understand the dual problem; later, we will consider objective functions that are appropriate for IP traffic engineering, discuss how the dual changes, and the related impact on link weights.

7.6.1 Illustration of Duality Through a Three-Node Network

Consider minimum cost routing for the three-node MCNF problem discussed earlier in Section 4.3.1 in its index-based formulation presented in Section 4.4. We reproduce Problem (4.4.3) below:

\[
\begin{align*}
\text{minimize}_{\{x\}} & \quad F = \xi_{11} x_{11} + \xi_{12} x_{12} + \xi_{21} x_{21} + \xi_{22} x_{22} + \xi_{31} x_{31} + \xi_{32} x_{32} \\
\text{subject to} & \quad x_{11} + x_{12} = h_1 \\
& \quad x_{21} + x_{22} + x_{31} + x_{32} = h_2 \\
& \quad x_{11} + x_{22} + x_{32} = h_3 \\
& \quad x_{11} + x_{22} + x_{31} + x_{32} = c_1 \\
& \quad x_{12} + x_{21} + x_{32} = c_2 \\
& \quad x_{11}, x_{12}, x_{21}, x_{22}, x_{31}, x_{32} \geq 0. \\
\end{align*}
\]

(7.6.1)

We assume that a unit cost of a path is the sum of the unit cost of the links of which this path is made (i.e., \(\xi_{11} = \hat{\xi}_1, \xi_{12} = \hat{\xi}_2 + \hat{\xi}_3, \xi_{21} = \hat{\xi}_2, \xi_{22} = \hat{\xi}_1 + \hat{\xi}_3, \xi_{31} = \hat{\xi}_3, \xi_{32} = \hat{\xi}_1 + \hat{\xi}_2\)). We can then rewrite Problem (7.6.1) by first changing less-than-equal-to constraints to greater-than-equal-to constraints, and associating a dual variable with each constraint (indicated on the right side in parentheses), as
7.6 Duality of the MCNF Problem

\[ \text{minimize}_{\{x\}} \quad F = \xi_1 x_{11} + (\xi_2 + \xi_3)x_{12} + \xi_2 x_{21} + (\xi_1 + \xi_3)x_{22} + \xi_3 x_{31} + (\xi_1 + \xi_3)x_{32} \]

subject to

\[
\begin{align*}
    x_{11} + x_{12} & = h_1 & (v_1) \\
    x_{21} + x_{22} & = h_2 & (v_2) \\
    x_{31} + x_{32} & = h_3 & (v_3) \\
    -x_{11} - x_{22} & \geq -c_1 & (\pi_1) \\
    -x_{12} - x_{21} & \geq -c_2 & (\pi_2) \\
    -x_{12} - x_{22} - x_{31} & \geq -c_3 & (\pi_3) \\
    x_{11}, x_{12}, x_{21}, x_{22}, x_{31}, x_{32} & \geq 0.
\end{align*}
\] (7.6.2)

We now assign a dual variable with each constraint—an unrestricted variable if it is an equality constraint and a non-negative variable if it is a greater-than-or-equal-to constraint. Then, the dual LP problem is:

\[ \text{maximize}_{\{v, \pi\}} \quad F_D = h_1 v_1 + h_2 v_2 + h_3 v_3 - c_1 \pi_1 - c_2 \pi_2 - c_3 \pi_3 \]

subject to

\[
\begin{align*}
    v_1 - \pi_1 & \leq \xi_1 \\
    v_1 - \pi_2 - \pi_3 & \leq \xi_2 + \xi_3 \\
    v_2 - \pi_2 & \leq \xi_2 \\
    v_2 - \pi_1 - \pi_3 & \leq \xi_1 + \xi_3 \\
    v_3 - \pi_3 & \leq \xi_3 \\
    v_3 - \pi_1 - \pi_2 & \leq \xi_1 + \xi_2 \\
    v_1, v_2, v_3 & \text{ unrestricted} \\
    \pi_1, \pi_2, \pi_3 & \geq 0.
\end{align*}
\] (7.6.3)

While it may not be obvious, there is a pattern to writing the dual. First, the cost coefficients from the original problem go on the right-hand side of the constraints; thus, coefficients \( \xi \) from Eq. (7.6.2) are on the right-hand side of constraints in Eq. (7.6.3). The right-hand side constraints of the original problem, Eq. (7.6.2), become coefficients in the objective for the dual, Eq. (7.6.3); that is, \( h \) and \( c \) from Eq. (7.6.2) are coefficients in the objective in Eq. (7.6.3). Finally, coefficients 1, 0, or -1, associated with rows on the left-hand side of a constraint for Eq. (7.6.2), show up in columns on the left-hand side of constraints for the dual given by Eq. (7.6.3); that is, this is a transposed view. Rewriting, we have

\[ \text{maximize}_{\{v, \pi\}} \quad F_D = h_1 v_1 + h_2 v_2 + h_3 v_3 - c_1 \pi_1 - c_2 \pi_2 - c_3 \pi_3 \]

subject to

\[
\begin{align*}
    v_1 & \leq \xi_1 + \pi_1 \\
    v_1 & \leq (\xi_2 + \pi_2) + (\xi_3 + \pi_3) \\
    v_2 & \leq \xi_2 + \pi_2 \\
    v_2 & \leq (\xi_1 + \pi_1) + (\xi_3 + \pi_3) \\
    v_3 & \leq \xi_3 + \pi_3 \\
    v_3 & \leq (\xi_1 + \pi_1) + (\xi_2 + \pi_2) \\
    v_1, v_2, v_3 & \text{ unrestricted} \\
    \pi_1, \pi_2, \pi_3 & \geq 0.
\end{align*}
\] (7.6.4)
7.6.2 General Case: Minimum Cost Routing

Recall that minimum cost routing for the MCNF problem was discussed earlier in Section 4.3.1 in its index-based formulation presented in Section 4.4. Notations for this and other related problems are summarized in Table 7.1. Thus, we start with the general formulation corresponding to Eq. (7.6.1):

\[
\begin{align*}
\text{minimize} & \quad F = \sum_{k=1}^{K} \sum_{p=1}^{P_k} \xi_{kp} x_{kp} \\
\text{subject to} & \quad \sum_{p=1}^{P_k} x_{kp} = h_k, \quad k = 1, 2, ..., K \\
& \quad \sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{kp} x_{kp} \leq c_\ell, \quad \ell = 1, 2, ..., L \\
& \quad x_{kp} \geq 0, \quad p = 1, 2, ..., P_k, \quad k = 1, 2, ..., K.
\end{align*}
\]

(7.6.5)

The above LP problem is then the network flow relaxation of the following MCSPRF problem:

\[
\begin{align*}
\text{minimize}_{x(w)} & \quad F = \sum_{k=1}^{K} \sum_{p=1}^{P_k} \xi_{kp} x_{kp}(w) \\
\text{subject to} & \quad \sum_{p=1}^{P_k} x_{kp}(w) = h_k, \quad k = 1, 2, ..., K \\
& \quad \sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{kp} x_{kp}(w) \leq c_\ell, \quad \ell = 1, 2, ..., L \\
& \quad w_1, w_2, ..., w_L \in \mathcal{W} \\
& \quad x_{kp}(w) \geq 0, \quad p = 1, 2, ..., P_k, \quad k = 1, 2, ..., K.
\end{align*}
\]

(7.6.6)

We consider the unit path flow cost \(\xi_{kp}\) to be the summation of the unit flow cost on links that make up the path. Suppose we denote the unit link-flow cost to be \(\hat{\xi}_\ell\) on link \(\ell (\ell = 1, 2, ..., L)\). Then, \(\xi_{kp}\) for path \(p\) for demand \(k\) can be given by

\[
\xi_{kp} = \sum_{\ell=1}^{L} \delta_{kp\ell} \hat{\xi}_\ell.
\]

(7.6.7)

To apply LP duality, we associate dual variables \(v_k\) with demand \(k (k = 1, 2, ..., K)\), and dual variables \(\pi_\ell\) with each link \(\ell\). First, we rearrange the capacity constraints as greater-than-or-equal-to constraints; due to LP duality theory, this then makes the associated dual variables \(\pi_\ell\) non-negative. In a similar manner for equality constraints, LP duality theory says that dual variables become unrestricted. Also note that all terms associated with a variable are written on the left-hand side of the constraint while constants are written on the right-hand side of
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the constraints; this helps in properly identifying and writing the dual. Thus, we rewrite Eq. (7.6.5) as

\[
\begin{align*}
\text{minimize}_{\{x\}} \quad & F = \sum_{k=1}^{K} \sum_{p=1}^{P_k} \left( \sum_{\ell=1}^{L} \delta_{kp\ell} \hat{\xi}_\ell \right) x_{kp} \\
\text{subject to} \quad & \sum_{p=1}^{P_k} x_{kp} = h_k, \quad k = 1, 2, \ldots, K \quad (v_k) \\
& - \sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{kp\ell} x_{kp} \geq -c_{\ell}, \quad \ell = 1, 2, \ldots, L \quad (\pi_{\ell}) \\
& x_{kp} \geq 0, \quad p = 1, 2, \ldots, P_k, \quad k = 1, 2, \ldots, K.
\end{align*}
\] (7.6.8)

You may compare this problem with the counterpart for the three-node network given in Eq. (7.6.2). The original problem when discussed with its dual problem is referred to as the \textit{primal} problem; thus, we will refer to Eq. (7.6.8) as the primal problem. Then the dual LP problem of primal problem Eq. (7.6.8) can be written as the following maximization problem:

\[
\begin{align*}
\text{maximize}_{\{v_k, \pi_{\ell}\}} \quad & F_D = \sum_{k=1}^{K} h_k v_k - \sum_{\ell=1}^{L} c_{\ell} \pi_{\ell} \\
\text{subject to} \quad & v_k - \sum_{\ell=1}^{L} \delta_{kp\ell} \pi_{\ell} \leq \sum_{\ell=1}^{L} \delta_{kp\ell} \hat{\xi}_\ell, \quad p = 1, 2, \ldots, P_k, \quad k = 1, 2, \ldots, K \quad (7.6.9) \\
& v_k \text{ unrestricted,} \quad k = 1, 2, \ldots, K \\
& \pi_{\ell} \geq 0, \quad \ell = 1, 2, \ldots, L.
\end{align*}
\]

This general formulation then corresponds to the dual formulation for the three-node network example given in Eq. (7.6.3). Note that with duality, coefficients \( \hat{\xi} \) from the original problem show up on the right-hand side of the constraint in the dual problem and vice versa. The information about coefficient in the constraints appears in transposed form in the dual. By rearranging, we can write the dual as

\[
\begin{align*}
\text{maximize}_{\{v_k, \pi_{\ell}\}} \quad & F_D = \sum_{k=1}^{K} h_k v_k - \sum_{\ell=1}^{L} c_{\ell} \pi_{\ell} \\
\text{subject to} \quad & v_k \leq \sum_{\ell=1}^{L} \delta_{kp\ell} (\hat{\xi}_\ell + \pi_{\ell}), \quad p = 1, 2, \ldots, P_k, \quad k = 1, 2, \ldots, K \quad (7.6.10) \\
& v_k \text{ unrestricted,} \quad k = 1, 2, \ldots, K \\
& \pi_{\ell} \geq 0, \quad \ell = 1, 2, \ldots, L.
\end{align*}
\]

Note that this formulation is corresponding the model shown for the three-node network example in Eq. (7.6.4).
There is an important relation between the objective function value of the primal and the dual. Note that

$$F = \sum_{k=1}^{K} \sum_{p=1}^{P_k} \left( \sum_{\ell=1}^{L} \delta_{kp\ell} (\hat{\xi}_\ell + \pi_\ell) \right) x_{kp}$$

$$\geq \sum_{k=1}^{K} \sum_{p=1}^{P_k} (v_k - \sum_{\ell=1}^{L} \delta_{kp\ell} \pi_\ell) x_{kp}$$

$$= \sum_{k=1}^{K} v_k \sum_{p=1}^{P_k} x_{kp} - \sum_{\ell=1}^{L} \left( \sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{kp\ell} x_{kp} \right) \pi_\ell$$

$$\geq \sum_{k=1}^{K} h_k v_k - \sum_{\ell=1}^{L} c_\ell \pi_\ell$$

$$= F_D.$$  \hspace{1cm} (7.6.11)

That is, the primal objective is greater than or equal to the dual objective; in fact, this property holds for any LP problem and is known as the weak duality theorem. In light of the MCSPRF problem and its LP relaxation MCNF problem, and now to the above duality result, and by denoting the objective function values as $F_{MCSPRF}$, $F_{MCNF}$, and $F_{DUAL-of-MCNF}$, respectively, we can write $F_{DUAL-of-MCNF} \leq F_{MCNF} \leq F_{MCSPRF}$. Furthermore, at optimality, assuming that the primal problem is feasible, the following holds:

$$F^*_{DUAL-of-MCNF} = F^*_{MCNF} \leq F^*_{MCSPRF}.$$  \hspace{1cm} (7.6.12)

Since the dual is a maximization problem, this means that for any dual variable values that satisfy the constraints in the dual problem, we can compute the objective function, which can serve as a lower bound to the MCSPRF problem, and we can determine the gap by determining the difference.

We now go back to the general formulations: Eq. (7.6.8) and its dual Eq. (7.6.10). Why is the dual important to consider? The optimality conditions for LP problems state that if $x^*$ is optimal for primal problem Eq. (7.6.8), and $v^*$ and $\pi^*$ are optimal for dual problem Eq. (7.6.10), then the following must be satisfied:

1. Primal solutions $x^*$ must satisfy constraints in Eq. (7.6.8).
2. Dual solutions $v^*$, $\pi^*$ must satisfy constraints in Eq. (7.6.10).
3. The following complementary slackness condition must be satisfied:

$$x_{kp} \left( v_k - \sum_{\ell=1}^{L} \delta_{kp\ell} (\hat{\xi}_\ell + \pi_\ell) \right) = 0, \quad p = 1, 2, ..., P_k, \quad k = 1, 2, ..., K.$$  \hspace{1cm} (7.6.13a)

$$\pi_\ell \left( c_\ell - \sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{kp\ell} x_{kp} \right) = 0, \quad \ell = 1, 2, ..., L.$$  \hspace{1cm} (7.6.13b)
That is, the product of a primal (dual) constraint and its associated dual (primal) variable is zero. Here, the first one is shown for primal variable \( x_{kp} \) and its associated dual constraint and the second one for dual variable \( \pi_\ell \) and its associated primal constraint. Note that there is none listed for dual variables \( \nu \) since its associated primal constraints are equality constraints (\( \sum_{p=1}^{P_k} x_{kp} = h_k \)); thus, the product is zero and does not need to be listed.

First note that due to the second condition, that is, satisfying dual constraints in Eq. (7.6.10), we can say that the modified path cost, \( \sum_{\ell=1}^{L} \delta_{k \ell} (\hat{\xi}_\ell + \pi^*_\ell) \), for each path for demand \( k \) must be at least as large as the commodity cost reflected by dual variable \( \nu_k \) for demand \( k \). Furthermore, condition (7.6.13a) indicates that if \( x^*_k \) for any path \( p \) for demand \( k \) is positive, i.e., if a path for a demand has a positive flow, then the path cost, \( \sum_{\ell=1}^{L} \delta_{kp\ell} (\hat{\xi}_\ell + \pi^*_{k\ell}) \), for this path must be equal to the commodity cost \( \nu^*_k \). Note that \( \delta_{kp\ell} \) defines which links are using this optimal path; thus, \( \hat{\xi}_\ell + \pi^*_{\ell} \) is the modified link cost for link \( \ell \). This modified link cost then takes us back to the link weight, \( w_\ell \), for the original shortest path routing problem. To summarize, we have the following important result [6]:

**Result 7.1.** For the MCNF problem given by Eq. (7.6.8) and its corresponding dual, Eq. (7.6.10), the commodity cost, \( \nu^*_k \), is the shortest distance for demand \( k \) with respect to the link weight \( w_\ell = \hat{\xi}_\ell + \pi^*_{\ell} \), and at optimality, every path for demand \( k \) that carries a positive flow must be a shortest path with respect to the link cost system given by

\[
 w_\ell = \hat{\xi}_\ell + \pi^*_{\ell} \quad (7.6.14)
\]

for \( \ell = 1, 2, \ldots, L \).

Based on the above result, we make the following important remark:

**Remark 7.3.** Implications of Result 7.1.

We have the following observations:

1. If we can find the dual optimal solution \( \pi^*_\ell \), we then have a link weight system available, given by \( w_\ell = \hat{\xi}_\ell + \pi^*_{\ell} \), for \( \ell = 1, 2, \ldots, L \) for the MCSPRF problem.

2. In most LP solvers, it is in fact not necessary to transform Problem (7.6.8) to its dual. Problem Eq. (7.6.8) can be directly solved and the dual solution, \( \pi^*_\ell \), is readily available, which can be used in turn to obtain \( w^*_\ell \).

3. If two paths for the same demand identifier \( k \) have positive flows, it does not mean that they will be equal in the primal MCNF problem where optimal flows can be proportional. On the other hand, if flow is allocated based on the solution of the dual problem, this flow allocation will follow the MCSPRF problem, with ECMP being an added feature.

4. Multiple flows being positive for a demand \( k \) does not mean that the flows would be equal since optimal MCNF can result in proportional flows; this is an important difference com-
pared to the MCSPRF problem since \( w_\ell \) would tell the MCSPRF problem to allocate flow based on shortest path routing (along with ECMP).

### 7.6.3 Minimization of Maximum Link Utilization

We next consider the objective to be minimization of maximum link utilization. How does the link weight selection change for a different objective function? The MCNF problem presented earlier Eq. (7.5.2) can be written in the following format where the dual variables are also identified:

\[
\begin{align*}
\text{minimize}_{\{x, r\}} & \quad F = r \\
\text{subject to} & \quad \sum_{p=1}^{P_k} x_{kp} = h_k, \quad k = 1, 2, \ldots, K \quad (v_k) \\
& \quad - \sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{kp\ell} x_{kp} + c_{\ell} r \geq 0, \quad \ell = 1, 2, \ldots, L \quad (\pi_\ell) \\
& \quad x_{kp} \geq 0, \quad p = 1, 2, \ldots, P_k, \quad k = 1, 2, \ldots, K. \\
& \quad r \geq 0. 
\end{align*}
\]  

(7.6.15)

Note that in this case there are no coefficients associated with flow variables \( x \) in the objective, which means that they are zero; thus, this will show up as zeros on the right-hand side in the dual. There is, however, a coefficient with \( r \) in the objective, which is 1; this must be accounted for in the dual. Note that the right-hand side with capacity constraints is zero; thus, this part would not contribute to the objective function in the dual. Thus, the dual can be written as

\[
\begin{align*}
\text{maximize}_{\{v, \pi\}} & \quad F = \sum_{k=1}^{K} h_k v_k \\
\text{subject to} & \quad v_k - \sum_{\ell=1}^{L} \delta_{kp\ell} \pi_\ell \leq 0, \quad p = 1, 2, \ldots, P_k, \quad k = 1, 2, \ldots, K \\
& \quad \sum_{\ell=1}^{L} c_{\ell} \pi_\ell \leq 1 \\
& \quad v_k \text{ unrestricted,} \quad k = 1, 2, \ldots, K \\
& \quad \pi_\ell \geq 0, \quad \ell = 1, 2, \ldots, L. 
\end{align*}
\]  

(7.6.16)

If we move the term associated with \( \pi_\ell \) in the first set of constraints to the right-hand side, we can re-write the dual as

\[
\begin{align*}
\text{maximize}_{\{v, \pi\}} & \quad F = \sum_{k=1}^{K} h_k v_k \\
\text{subject to} & \quad v_k \leq \sum_{\ell=1}^{L} \delta_{kp\ell} \pi_\ell, \quad p = 1, 2, \ldots, P_k, \quad k = 1, 2, \ldots, K \\
& \quad \sum_{\ell=1}^{L} c_{\ell} \pi_\ell \leq 1 \\
& \quad v_k \text{ unrestricted,} \quad k = 1, 2, \ldots, K \\
& \quad \pi_\ell \geq 0, \quad \ell = 1, 2, \ldots, L. 
\end{align*}
\]  

(7.6.17)
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If \( \nu^* \) and \( \pi^* \) are the optimal solutions to this problem, then by comparing this to our discussion about minimum cost routing, we can see that in this case the link weights would be \( w_\ell = \pi^*_\ell \), \( \ell = 1, 2, ..., L \) with the requirement that each \( \pi_\ell \) satisfies \( \sum_{\ell=1}^{L} c_\ell \pi_\ell \leq 1 \). In fact, at optimality \( \sum_{\ell=1}^{L} c_\ell \pi^*_\ell = 1 \), i.e., this constraint is said to be a binding constraint at optimality. This is easy to see from the complementary slackness condition at optimality. For Eq. (7.6.15), the condition related to this constraint would take the following form:

\[
\begin{align*}
\sum_{\ell=1}^{L} c_\ell \pi^*_\ell - 1 &= 0, \\
(7.6.18)
\end{align*}
\]

If \( \sum_{\ell=1}^{L} c_\ell \pi^*_\ell < 1 \) at optimality, then this would mean that \( r^* = 0 \) at optimality; this is not possible since this would mean that the maximum link utilization is zero (rather, this is theoretically possible only if traffic flow for every demand pair is on an infinite capacity link).

Thus, if the objective is to minimize the maximum link utilization, we can summarize the following result:

**Result 7.2.** For MCNF Formulation (7.6.15) and its corresponding dual given by Eq. (7.6.17), the commodity cost, \( v^*_k \), is the shortest distance for demand \( k \) with respect to link weight \( w_\ell = \pi^*_\ell \), and at optimality, every path for demand \( k \) that carries a positive flow must be a shortest path with respect to the link cost system given by

\[
w_\ell = \pi^*_\ell
\]

for \( \ell = 1, 2, ..., L \) where \( \sum_{\ell=1}^{L} c_\ell \pi^*_\ell = 1 \).

Based on the above result, we make the following remark:

**Remark 7.4.** Comparison of dual-based link weights based on Eq. (7.6.8) and Eq. (7.6.15).

Comparing Result 7.2 to Result 7.1 from the previous section, we can see how the link weight selection can change depending on the objective function used and the form of the constraints. In either case, it is important to note that dual solution \( \pi^*_\ell \) takes non-negative values. However, routing protocols such as OSPF and IS-IS allow non-negative integer values. Thus, some adjustments from the solution from the dual are required to obtain integer weights. Furthermore, OSPF does not allow any link metric to be zero since its range starts from 1, unlike IS-IS, which starts from 0. Yet zero is a possible link weight for a link if the objective chosen is the minimization of maximum link utilization; thus, for this objective, an additional adjustment would be needed to avoid a link being assigned metric zero by the link weight determination procedure if the weight so determined were to be used in an OSPF environment.

Finally, in Problem (7.6.15), scaling can be directly addressed by changing the objective function from just \( r \) to \( \beta r \) where \( \beta \) is a large positive number. This then changes the constraint
\[ \sum_{\ell=1}^{L} c_\ell \pi_\ell^* = 1 \text{ to } \sum_{\ell=1}^{L} c_\ell \pi_\ell^* = \beta \] for the dual problem; thus, \( \pi \) s need not be restricted to less than 1 if scaling is addressed.

### 7.6.4 A Composite Objective Function

A composite objective function that combines minimum cost routing with minimization of maximum link utilization can also be considered by allocating positive weights \( \alpha \) and \( \beta \), respectively; such a composite objective is referred to as a *utility function*. The MCNF problem with this composite objective can be written as

\[
\text{minimize}_{[x,r]} \quad F = \alpha \sum_{k=1}^{K} \sum_{p=1}^{P_k} \left( \sum_{\ell=1}^{L} \hat{\xi}_{k\ell} \delta_{k\ell} \right) x_{kp} + \beta r
\]

subject to

\[
\begin{align*}
\sum_{p=1}^{P_k} x_{kp} &= h_k, & k &= 1, 2, ..., K \quad (v_k) \\
- \sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{k\ell} x_{kp} + c_\ell r &\geq 0, & \ell &= 1, 2, ..., L \quad (\pi_\ell) \\
x_{kp} &\geq 0, & p &= 1, 2, ..., P_k, \quad k &= 1, 2, ..., K. \\
r &\geq 0.
\end{align*}
\] (7.6.20)

Then, the dual problem becomes

\[
\text{maximize}_{[v,\pi]} \quad F = \sum_{k=1}^{K} h_k v_k
\]

subject to

\[
\begin{align*}
\begin{align*}
\sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{k\ell} \pi_\ell &\leq \alpha \sum_{\ell=1}^{L} \delta_{k\ell} \hat{\xi}_\ell, & p &= 1, 2, ..., P_k, \quad k &= 1, 2, ..., K \\
\sum_{\ell=1}^{L} c_\ell \pi_\ell &\leq \beta \quad (\pi_\ell)
\end{align*}
\end{align*}
\] (7.6.21)

On simplification, we can rewrite as

\[
\text{maximize}_{[v,\pi]} \quad F = \sum_{k=1}^{K} h_k v_k
\]

subject to

\[
\begin{align*}
\begin{align*}
\sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{k\ell} (\alpha \hat{\xi}_\ell + \pi_\ell) &\leq 0, & p &= 1, 2, ..., P_k, \quad k &= 1, 2, ..., K \\
\sum_{\ell=1}^{L} c_\ell \pi_\ell &\leq \beta \quad (\pi_\ell)
\end{align*}
\end{align*}
\] (7.6.22)

This time, by inspecting and comparing previous results, we can easily see that the link weight would be

\[ w_\ell = \alpha \hat{\xi}_\ell + \pi_\ell^*, \quad \ell = 1, 2, ..., L. \]

Thus, we can summarize the following result:
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**Result 7.3.** For MCNF Formulation (7.6.20) and its corresponding dual, Eq. (7.6.22), the commodity cost, \( v^*_k \), is the shortest distance for demand \( k \) with respect to link weight \( w_\ell = \alpha \hat{\xi}_\ell + \pi^*_\ell \), and at optimality, every path for demand \( k \) that carries a positive flow must be a shortest path with respect to the link cost system given by

\[
w_\ell = \alpha \hat{\xi}_\ell + \pi^*_\ell
\]  

for \( \ell = 1, 2, \ldots, L \) where \( \sum_{\ell=1}^{L} c_\ell \pi^*_\ell = \beta \).

### 7.6.5 Minimization of Average Delay

The average delay in a network is another commonly considered objective for IP traffic engineering. In Section 4.3.3, we presented the minimization of the average delay problem through a three-node example; refer to Eq. (4.3.14). On generalizing, we can write the average delay minimization problem as

\[
\text{minimize}_{x,y} \quad F = \sum_{\ell=1}^{L} \frac{y_\ell}{c_\ell - y_\ell}
\]

subject to

\[
\sum_{p=1}^{P_k} x_{kp} = h_k, \quad k = 1, 2, \ldots, K
\]

\[
\sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{kp\ell} x_{kp} = y_\ell, \quad \ell = 1, 2, \ldots, L
\]

\[
y_\ell \leq c_\ell, \quad \ell = 1, 2, \ldots, L
\]

\[
x_{kp} \geq 0, \quad p = 1, 2, \ldots, P_k, \quad k = 1, 2, \ldots, K
\]

(7.6.24)

A known difficulty with this formulation, as discussed earlier in Section 4.3.3, is that the objective function is nonlinear and is discontinuous at \( y_\ell = c_\ell \). However, using a piecewise linear approximation of the objective function, such a problem can be transformed to an LP problem; see Section 4.3.3. We again take the same approach. Here, we will illustrate using a piecewise linear convex function due to Fortz and Thorup [233], useful in the IGP link weight determination problem. For a link load \( y \) and capacity \( c \), the Fortz–Thorup (FT) function is given by

\[
\phi(y; c) = \begin{cases} 
  y & \text{for } 0 \leq \frac{y}{c} < \frac{1}{3} \\
  3y - \frac{2}{3}c & \text{for } \frac{1}{3} \leq \frac{y}{c} < \frac{2}{3} \\
  10y - \frac{16}{3}c & \text{for } \frac{2}{3} \leq \frac{y}{c} < \frac{9}{10} \\
  70y - \frac{178}{3}c & \text{for } \frac{9}{10} \leq \frac{y}{c} < 1 \\
  500y - \frac{1468}{3}c & \text{for } 1 \leq \frac{y}{c} < \frac{11}{10} \\
  5000y - \frac{16318}{3}c & \text{for } \frac{11}{10} \leq \frac{y}{c} < \infty.
\end{cases}
\]  

(7.6.25)
The load latency function for the $M/M/1$ queueing model is given by $y/(c - y)$; the FT function is a piecewise linear envelope of the load latency function, divided by $c$ (see Figure 7.9 when $c = 1$). For a network, the FT function is considered separately for each link since $c_\ell$ would be different. Thus, by incorporating Eq. (7.6.25) and accounting for different capacity $c_\ell$ for each link $\ell$, we can consider the following formulation in place of Eq. (7.6.24):

\[
\begin{align*}
\text{minimize}_{x, y} \quad & F = \sum_{\ell=1}^{L} \frac{\phi (y_\ell; c_\ell)}{c_\ell} \\
\text{subject to} \quad & \sum_{p=1}^{P_k} x_{kp} = h_k, \quad k = 1, 2, \ldots, K \\
& \sum_{k=1}^{K} \sum_{p=1}^{P} \delta_{kpr} x_{kp} = y_\ell, \quad \ell = 1, 2, \ldots, L \\
& x_{kp} \geq 0, \quad p = 1, 2, \ldots, P_k, \quad k = 1, 2, \ldots, K \\
& y_\ell \geq 0, \quad \ell = 1, 2, \ldots, L.
\end{align*}
\]  

(7.6.26)

It is important to note that Eq. (7.6.24) and Eq. (7.6.26) differ in the following way: since Eq. (7.6.25) is defined beyond the capacity of the link, the capacity constraint, $y_\ell \leq c_\ell$, is not required to be included in Eq. (7.6.26).
To convert Eq. (7.6.26), we introduce a variable $z_{\ell}$ for each link. Then, we can write Eq. (7.6.26) as

$$\text{minimize}_{x,y,z} \quad F = \sum_{\ell=1}^{L} \frac{z_{\ell}}{c_{\ell}}$$

subject to

$$\sum_{p=1}^{P_k} x_{kp} = h_k, \quad k = 1, 2, ..., K$$

$$\sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{kp\ell} x_{kp} = y_{\ell}, \quad \ell = 1, 2, ..., L$$

$$z_{\ell} \geq y_{\ell}, \quad \ell = 1, 2, ..., L$$

$$z_{\ell} \geq \frac{2}{3} y_{\ell}, \quad \ell = 1, 2, ..., L$$

$$z_{\ell} \geq \frac{10}{3} y_{\ell}, \quad \ell = 1, 2, ..., L$$

$$z_{\ell} \geq \frac{70}{3} y_{\ell}, \quad \ell = 1, 2, ..., L$$

$$z_{\ell} \geq \frac{500}{3} y_{\ell} - \frac{1468}{3} c_{\ell}, \quad \ell = 1, 2, ..., L$$

$$z_{\ell} \geq \frac{5000}{3} y_{\ell} - \frac{16318}{3} c_{\ell}, \quad \ell = 1, 2, ..., L$$

$$x_{kp} \geq 0, \quad p = 1, 2, ..., P_k, \quad k = 1, 2, ..., K$$

$$y_{\ell} \geq 0, \quad z_{\ell} \geq 0, \quad \ell = 1, 2, ..., L.$$

To avoid cluttering, we will use a compact representation for the slopes and the intercept of each segment of the FT function, i.e., $a_1 = 1, b_1 = 0$ for the first segment, $a_2 = 3, b_2 = \frac{2}{3}$ for the second segment, and so on for a total of $I = 6$ segments. Then, we can write

$$\text{minimize}_{x,y,z} \quad F = \sum_{\ell=1}^{L} \frac{z_{\ell}}{c_{\ell}}$$

subject to

$$\sum_{p=1}^{P_k} x_{kp} = h_k, \quad k = 1, 2, ..., K$$

$$\sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{kp\ell} x_{kp} = y_{\ell}, \quad \ell = 1, 2, ..., L$$

$$z_{\ell} \geq a_i y_{\ell} - b_i c_{\ell}, \quad i = 1, 2, ..., I, \quad \ell = 1, 2, ..., L$$

$$x_{kp} \geq 0, \quad p = 1, 2, ..., P_k, \quad k = 1, 2, ..., K$$

$$y_{\ell} \geq 0, \quad z_{\ell} \geq 0, \quad \ell = 1, 2, ..., L.$$

Due to minimization, the above problem remains the same if the second constraint is changed to less-than-equal-to constraints. Again, transforming to a standard representation, we can rewrite it as
minimize_{x, y, z} \quad F = \sum_{\ell=1}^{L} \frac{z_{\ell}}{c_{\ell}}

subject to
\begin{align*}
\sum_{p=1}^{P_k} x_{kp} &= h_k, \quad k = 1, 2, ..., K \\
- \sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{kp\ell} x_{kp} + y_{\ell} &\geq 0, \quad \ell = 1, 2, ..., L \\
- a_i y_{\ell} + z_{\ell} &\geq -b_i c_{\ell}, \quad i = 1, 2, ..., I, \ell = 1, 2, ..., L \\
x_{kp} &\geq 0, \quad p = 1, 2, ..., P_k, \quad k = 1, 2, ..., K \\
y_{\ell} &\geq 0, z_{\ell} \geq 0, \quad \ell = 1, 2, ..., L
\end{align*}

\quad (7.6.29)

For each new constraint, \( z_{\ell} \geq a_i y_{\ell} - b_i c_{\ell} \), we will associate the non-negative dual variable \( \gamma_{\ell i} \). The dual LP problem becomes

maximize_{\nu, \pi, y} \quad \sum_{k=1}^{K} h_k v_k - \sum_{\ell=1}^{L} \sum_{i=1}^{I} b_i c_{\ell} \gamma_{\ell i}

subject to
\begin{align*}
\nu_k &\leq \sum_{\ell=1}^{L} \delta_{kp} \pi_{\ell}, \quad p = 1, 2, ..., P_k, \quad k = 1, 2, ..., K \\
\sum_{i=1}^{I} a_i \gamma_{\ell i} &\geq \pi_{\ell}, \quad \ell = 1, 2, ..., L \\
\sum_{i=1}^{I} \gamma_{\ell i} &\leq \frac{1}{c_{\ell}}, \quad \ell = 1, 2, ..., L \\
v_k &\text{ unrestricted} \\
\pi_{\ell}, \gamma_{\ell i} &\geq 0
\end{align*}

\quad (7.6.30)

While the relation between the primal and dual seems more complicated for the FT function than the previous illustrations, there is in fact a nice observation between the link weights and the slopes of the FT function, which is summarized below:

**Result 7.4.** For each link \( \ell = 1, 2, ..., L \), assume that constraint \( z_{\ell} \geq a_i y_{\ell} - b_i c_{\ell} \) for Problem Eq. (7.6.28) is binding for a unique \( i \) [denote by \( i^*(\ell) \)] at optimality. Then an optimal link weight system is given by

\[ w_{\ell}^* = \pi_{\ell}^* = a_{i^*(\ell)}, \quad \ell \in \mathcal{L}. \quad (7.6.31) \]

Uniqueness is, however, not always possible for every link; the general result then is as follows:

**Result 7.5.** For each link \( \ell = 1, 2, ..., L \), constraint \( z_{\ell} \geq a_i y_{\ell} - b_i c_{\ell} \) for Problem Eq. (7.6.28) can be binding for at most two consecutive \( i \)’s [denote by \( i^*(\ell) \) and \( i^*(\ell) + 1 \)]. Furthermore, an optimal link weight system is given by

\[ w_{\ell}^* = \pi_{\ell}^* = a_{i^*(\ell)} y_{\ell, i^*(\ell)}^* + a_{i^*(\ell) + 1} y_{\ell, i^*(\ell) + 1}^*, \quad \ell \in \mathcal{L}. \quad (7.6.32) \]

where \( y_{\ell, i^*(\ell)}^* + y_{\ell, i^*(\ell) + 1}^* = 1/c_{\ell}, \quad y_{\ell, i^*(\ell)}^*, y_{\ell, i^*(\ell) + 1}^* \geq 0. \)
The above results and proofs are described in [663], and are derived from complementary slackness conditions at optimality. Briefly, complementary slackness conditions lead to the realization that \( \sum_{i=1}^{f} \gamma_{i}^* = 1/c_{i} \), i.e., the third constraint of dual problem Eq. (7.6.30) is binding. Then, if just one \( \gamma_{i}^* \) is positive for a link, then it must be equal to 1, which in turn leads to the first result based on the second constraint of the dual. Furthermore, if more than one \( \gamma_{i}^* \) is positive for a link \( \ell \), then it must be for two consecutive segments since slopes are strictly increasing in nature from one segment to the next; this then leads to the second result. An illustration of these results is presented later in Section 7.7.1.

From the above results, we make an interesting observation. If a piecewise linear function is used as the objective, the slopes of this function appear as the link weight directly or through convex combination of consecutive slopes; the actual values depend on the load of traffic on the link; this will become clear through our illustration in the next section. Furthermore, the above results hold for any piecewise linear increasing function that is similar to the FT function. Thus, other similar functions including a slight modification of the FT function can be incorporated to obtain better link weights from the slopes [663].

### 7.7 Illustration of Link Weight Determination Through Duality

In this section, we will present two case studies based on topologies discussed earlier—one for a four-node, five-link network with all links of the same capacity and the other for a four-node, four-link network (with the direct link removed).

#### 7.7.1 Case Study: I

First, we consider determination of the link weight for the four-node network with five links shown earlier in Figure 7.7. We will use the commercial LP solver, CPLEX, and show how to obtain the dual solution. Note our earlier remark that a problem need not be written in the dual form since by solving the original (primal) problem, dual solutions are readily available from such commercial solvers. However, it is important to write the original problem carefully so that dual variables are easy to identify and signs of variables are easy to follow.

**Objective: Maximum Link Utilization**

If we drop the dependency on link weight \( w \), then we can write the LP relaxation of Eq. (7.4.11) by following the representation given in Eq. (7.6.15):

\[
\begin{align*}
\text{minimize}_{x, r} & \quad F = r \\
\text{subject to} & \quad x_{11} + x_{12} + x_{13} = 60 \
& \quad -x_{11} + 100r \geq 0 \quad \text{(for link ID 1)} \
& \quad -x_{11} + 100r \geq 0 \quad \text{(for link ID 2)} \
& \quad -x_{12} + 100r \geq 0 \quad \text{(for link ID 3)} \
& \quad -x_{12} + 100r \geq 0 \quad \text{(for link ID 4)} \
& \quad -x_{13} + 100r \geq 0 \quad \text{(for link ID 5)} \
& \quad x_{11}, x_{12}, x_{13} \geq 0 \
& \quad r \geq 0.
\end{align*}
\]
There are two important points to note: (1) capacity constraints are represented in the greater-
than-or-equal-to format, and (2) although redundant, all capacity constraints are listed. This
is done so that the result from CPLEX is easily identifiable. CPLEX requires a name for each
constraint to be listed on the left side when a problem is specified; in fact, these constraint
identifiers are none other than the dual variable identifiers. Thus, we can represent the above
problem in CPLEX as

Minimize \( r \)
subject to
\[
\begin{align*}
\text{nu}_1: & \quad x_{11} + x_{12} + x_{13} = 60 \\
\text{pi}_1: & \quad - x_{11} + 100 \, r \geq 0 \\
\text{pi}_2: & \quad - x_{11} + 100 \, r \geq 0 \\
\text{pi}_3: & \quad - x_{12} + 100 \, r \geq 0 \\
\text{pi}_4: & \quad - x_{12} + 100 \, r \geq 0 \\
\text{pi}_5: & \quad - x_{13} + 100 \, r \geq 0
\end{align*}
\]

Bounds
0 \( \leq \) \( x_{11} \)
0 \( \leq \) \( x_{12} \)
0 \( \leq \) \( x_{13} \)

On solving the above problem using the CPLEX command optimize, we obtain optimal
\( r^* \) to be 0.2. Note that although we listed non-negativity of the variables through Bounds,
this is not necessary since by default CPLEX assumes the variables to be non-negative; thus,
in subsequent listing, this part will be omitted. From CPLEX, we can obtain dual solutions
(which CPLEX lists as dual price) as follows:

<table>
<thead>
<tr>
<th>Constraint Name</th>
<th>Dual Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>nu_1</td>
<td>0.003333</td>
</tr>
<tr>
<td>pi_2</td>
<td>0.003333</td>
</tr>
<tr>
<td>pi_4</td>
<td>0.003333</td>
</tr>
<tr>
<td>pi_5</td>
<td>0.003333</td>
</tr>
</tbody>
</table>

All other dual prices in the range 1–6 are zero.

Recall from Result 7.2 that here \( w^*_\ell = \pi^*_\ell \). This means that the link weights are as follows:
\( w^*_1 = 0 \), \( w^*_2 = 0.003333 \), \( w^*_3 = 0 \), \( w^*_4 = 0.003333 \), and \( w^*_5 = 0.003333 \). Furthermore, \( \nu_1 \) gives the value of
the total path cost.

There are two important observations to note here: (1) link weights for some links are
zero, and (2) due to constraint \( \sum_{\ell=1}^{L} c_{\ell} \pi^*_\ell = 1 \) in Eq. (7.6.17), weights are all smaller than one.
Nevertheless, the cost of each path based on these link weights is the same. If we now scale
the objective function from \( F = r \) to \( F = \beta \, r \) using \( \beta = 1000 \), then the dual solution scales to
the following: \( \pi^*_2 = 3.33 \), \( \pi^*_4 = 3.33 \), \( \pi^*_5 = 3.33 \), while the rest of the \( \pi \)s are zero. The cost of
each path remains equal while we obtained weights that can be rounded off to obtain integer weight value 3, with two of the πs still zero. Thus, link weights so obtained are

\[ w_1^* = 0, \ w_2^* = 3, \ w_3^* = 0, \ w_4^* = 3, \ w_5^* = 3. \]

Thus, through scaling and rounding, integer weights can be obtained; however, this does not rule out that some link weights are zero. This means that the overall link weight systems can be used for IS-IS, but not for OSPF (unless other adjustments are done).

**Objective: Composite Function**

We next consider the composite function as the objective. Assume here that \( \hat{\xi}_\ell = 1, \ \ell = 1, 2, 3, 4, 5, \) and that \( \alpha = 1 \) and \( \beta = 1000. \) Thus, the problem in CPLEX would take the following form:

\[
\begin{align*}
\text{Minimize} & \quad 2 \cdot x_{11} + 2 \cdot x_{12} + x_{13} + 1000 \cdot r \\
\text{subject to} & \quad \nu_1: \ x_{11} + x_{12} + x_{13} = 60 \\
& \quad \pi_1: \ - x_{11} + 100 \cdot r \geq 0 \\
& \quad \pi_2: \ - x_{11} + 100 \cdot r \geq 0 \\
& \quad \pi_3: \ - x_{12} + 100 \cdot r \geq 0 \\
& \quad \pi_4: \ - x_{12} + 100 \cdot r \geq 0 \\
& \quad \pi_5: \ - x_{13} + 100 \cdot r \geq 0 \\
\text{End}
\end{align*}
\]

On solving the above, we obtain dual solutions as follows:

<table>
<thead>
<tr>
<th>Constraint Name</th>
<th>Dual Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>nu_1</td>
<td>5.000000</td>
</tr>
<tr>
<td>pi_2</td>
<td>3.000000</td>
</tr>
<tr>
<td>pi_4</td>
<td>3.000000</td>
</tr>
<tr>
<td>pi_5</td>
<td>4.000000</td>
</tr>
</tbody>
</table>

All other dual prices in the range 1–6 are zero.

From Result 7.3 for the composite objective, we note that \( w_\ell = \alpha \hat{\xi}_\ell + \pi_\ell. \) Since \( \alpha = 1 \) and \( \hat{\xi}_\ell = 1, \ \ell = 1, 2, ..., 5, \) and \( \pi_\ell s \) are already integers, we thus have

\[ w_1^* = 1, \ w_2^* = 4, \ w_3^* = 1, \ w_4^* = 4, \ w_5^* = 5. \]

That is, in this case, no additional adjustment is necessary to obtain integer weights. Furthermore, we do get all paths to be of equal cost and thus the flow would be optimal in the sense of the MCSPRF problem. This is not to say that this will always be the case when the composite function is used. Rather, a good choice of \( \alpha \) and \( \beta \) can make it easier to obtain integer link weights. Second, as long as \( \hat{\xi}_\ell \) is greater than or equal to 1, the link metric so obtained would at least have the minimum value 1; thus, this satisfies the requirement of OSPF that the link weights must have a minimum value of 1. An important comment about the use of the
composite function is that it does not directly address an objective that is of interest in IP traffic engineering. Thus, in this case, after solving the problem, we calculate the maximum link utilization and/or the average delay function to see whether these values are in an acceptable range.

**Objective:** Piecewise Linear Approximation of Average Delay

Recall from Result 7.4 and Result 7.5 that the dual solutions take values from the slopes of the FT function. We illustrate this through the same example. Note that since all links have the same capacity, we can ignore $c_\ell$ from the objective function given in Eq. (7.6.29), but not from the constraints; as a consequence, we have $\sum_{i=1}^{L} \gamma_{\ell} \leq 1$, $\ell = 1, 2, \ldots, L$ instead in the dual given by Eq. (7.6.30)—based on the discussion earlier, these constraints would be binding at optimality for each link $\ell$. The original problem in CPLEX would then take the following form:

$$\text{Minimize } z_1 + z_2 + z_3 + z_4 + z_5$$

subject to

- $\nu_1: x_{11} + x_{12} + x_{13} = 60$
- $\pi_1: -x_{11} + y_1 \geq 0$
- $\pi_2: -x_{11} + y_2 \geq 0$
- $\pi_3: -x_{12} + y_3 \geq 0$
- $\pi_4: -x_{12} + y_4 \geq 0$
- $\pi_5: -x_{13} + y_5 \geq 0$

- $\gamma_{1,1}: z_1 - 1y_1 \geq -0$
- $\gamma_{1,2}: z_1 - 3y_1 \geq -66.6667$
- $\gamma_{1,3}: z_1 - 10y_1 \geq -533.333$
- $\gamma_{1,4}: z_1 - 70y_1 \geq -5933.33$
- $\gamma_{1,5}: z_1 - 500y_1 \geq -48933.3$
- $\gamma_{1,6}: z_1 - 5000y_1 \geq -543933$

- $\gamma_{2,1}: z_2 - 1y_2 \geq -0$
- $\gamma_{2,2}: z_2 - 3y_2 \geq -66.6667$
- $\gamma_{2,3}: z_2 - 10y_2 \geq -533.333$
- $\gamma_{2,4}: z_2 - 70y_2 \geq -5933.33$
- $\gamma_{2,5}: z_2 - 500y_2 \geq -48933.3$
- $\gamma_{2,6}: z_2 - 5000y_2 \geq -543933$

- $\gamma_{3,1}: z_3 - 1y_3 \geq -0$
- $\gamma_{3,2}: z_3 - 3y_3 \geq -66.6667$
- $\gamma_{3,3}: z_3 - 10y_3 \geq -533.333$
- $\gamma_{3,4}: z_3 - 70y_3 \geq -5933.33$
- $\gamma_{3,5}: z_3 - 500y_3 \geq -48933.3$
- $\gamma_{3,6}: z_3 - 5000y_3 \geq -543933$

- $\gamma_{4,1}: z_4 - 1y_4 \geq -0$
- $\gamma_{4,2}: z_4 - 3y_4 \geq -66.6667$
- $\gamma_{4,3}: z_4 - 10y_4 \geq -533.333$
- $\gamma_{4,4}: z_4 - 70y_4 \geq -5933.33$
- $\gamma_{4,5}: z_4 - 500y_4 \geq -48933.3$
- $\gamma_{4,6}: z_4 - 5000y_4 \geq -543933$

- $\gamma_{5,1}: z_5 - 1y_5 \geq -0$
- $\gamma_{5,2}: z_5 - 3y_5 \geq -66.6667$
- $\gamma_{5,3}: z_5 - 10y_5 \geq -533.333$
- $\gamma_{5,4}: z_5 - 70y_5 \geq -5933.33$
- $\gamma_{5,5}: z_5 - 500y_5 \geq -48933.3$
- $\gamma_{5,6}: z_5 - 5000y_5 \geq -543933$

End
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On solving, we obtain dual solutions as follows:

<table>
<thead>
<tr>
<th>Constraint Name</th>
<th>Dual Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>nu_1</td>
<td>2.000000</td>
</tr>
<tr>
<td>pi_1</td>
<td>1.000000</td>
</tr>
<tr>
<td>pi_2</td>
<td>1.000000</td>
</tr>
<tr>
<td>pi_3</td>
<td>1.000000</td>
</tr>
<tr>
<td>pi_4</td>
<td>1.000000</td>
</tr>
<tr>
<td>pi_5</td>
<td>2.000000</td>
</tr>
<tr>
<td>gamma_1_1</td>
<td>1.000000</td>
</tr>
<tr>
<td>gamma_2_1</td>
<td>1.000000</td>
</tr>
<tr>
<td>gamma_3_1</td>
<td>1.000000</td>
</tr>
<tr>
<td>gamma_4_1</td>
<td>1.000000</td>
</tr>
<tr>
<td>gamma_5_1</td>
<td>0.500000</td>
</tr>
<tr>
<td>gamma_5_2</td>
<td>0.500000</td>
</tr>
</tbody>
</table>

All other dual prices in the range 1–36 are zero.

Here, for links 1, 2, 3, and 4, we can see that dual solutions take the unique slope value of 1 from the first segment of the FT function, as discussed in Result 7.4. Note that \( \sum_{i=1}^{I} \gamma_i \leq 1 \) is binding, and is, in fact, unique for these links. For link 5, the dual solution is a convex combination of the slopes of the first and the second segment; the dual variables \( \gamma \) associated with the links give the weights to be given to the slope values (see Result 7.5). That is, we can recalculate and check that

\[
\pi_5^* = a_1 \gamma_51 + a_2 \gamma_52 = 1 \times 0.5 + 3 \times 0.5 = 2.
\]

As a further illustration, consider the same problem, but this time with increased traffic volume at 150 Mbps. This changes the first constraint to

\[\text{nu}_1: x_{11} + x_{12} + x_{13} = 150\]

On solving, we obtain the dual solutions as

<table>
<thead>
<tr>
<th>Constraint Name</th>
<th>Dual Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>nu_1</td>
<td>6.000000</td>
</tr>
<tr>
<td>pi_1</td>
<td>3.000000</td>
</tr>
<tr>
<td>pi_2</td>
<td>3.000000</td>
</tr>
<tr>
<td>pi_3</td>
<td>3.000000</td>
</tr>
<tr>
<td>pi_4</td>
<td>3.000000</td>
</tr>
<tr>
<td>pi_5</td>
<td>6.000000</td>
</tr>
<tr>
<td>gamma_1_2</td>
<td>1.000000</td>
</tr>
<tr>
<td>gamma_2_2</td>
<td>1.000000</td>
</tr>
<tr>
<td>gamma_3_2</td>
<td>1.000000</td>
</tr>
<tr>
<td>gamma_4_2</td>
<td>1.000000</td>
</tr>
<tr>
<td>gamma_5_2</td>
<td>0.571429</td>
</tr>
<tr>
<td>gamma_5_3</td>
<td>0.428571</td>
</tr>
</tbody>
</table>

All other dual prices in the range 1–36 are zero.
Thus, we can see that the three paths are still of equal cost (6 this time) with link weights as $w^*_1 = w^*_2 = w^*_3 = 3$, and $w^*_4 = 6$. Here, we can see that the link weight for link 5 is the convex combination of the slopes of the second and the third segment of the FT function:

$$\pi^*_5 = a_2 \gamma_{52} + a_3 \gamma_{53} = 3 \times 0.571429 + 10 \times 0.428571 = 6.$$ 

7.7.2 Case Study: II

In this case, we consider the four-node network with the direct link removed; furthermore, the capacity of links on path 1-3-2 is reduced to 10 Mbps. This is also another topology we have discussed earlier in this chapter (see Figure 7.6).

We fist consider minimization of maximum link utilization. The associated network flow problem (including scaling the objective function) can be stated in CPLEX as follows:

Minimize 1000 $r$
subject to
nu_1: $x_{11} + x_{12} = 60$
pi_1: $- x_{11} + 10 r >= 0$
pi_2: $- x_{11} + 10 r >= 0$
pi_3: $- x_{12} + 100 r >= 0$
pi_4: $- x_{12} + 100 r >= 0$
End

For this problem, the optimal maximum link utilization is 0.5454, and MCNF produces proportional flow at optimality, 10% of the traffic volume on path 1, and the rest 90% of the traffic volume on path 2. At optimality, we obtain the following dual solutions:

CPLEX> display solution dual -
Constraint Name Dual Price
nu_1 9.090909
pi_1 9.090909
pi_3 9.090909

This implies that link weights would be $w^*_1 = 9.09$, $w^*_2 = 0$, $w^*_3 = 9.09$, and $w^*_4 = 0$. However, if we were to allocate flow based on shortest path routing with ECMP, both paths being of equal cost, we will see that path 1 would overflow due to lack of capacity! This indicates that link weights determined from duality may not always produce a good result. In fact, if we were to use the piecewise linear objective approximation of the average delay as the objective, we face the same problem (this is left as an exercise).

Now consider the composite objection function. An advantage of this function is that it allows a user to play with providing weights in two ways: costly paths based on a priori knowledge of link speed and weights between the minimum cost part and the maximum link utilization part. Suppose we assign $\hat{\xi}_1 = \hat{\xi}_2 = 10$, $\hat{\xi}_3 = \hat{\xi}_4 = 1$, and weights $\alpha = 1$, $\beta = 100$. Thus, we have the following problem

Minimize $20 x_{11} + 2 x_{12} + 100 r$
subject to
nu_1: $x_{11} + x_{12} = 60$
pi_1: $- x_{11} + 10 r >= 0$
pi_2: $- x_{11} + 10 r >= 0$
pi_3: $- x_{12} + 100 r >= 0$
pi_4: $- x_{12} + 100 r >= 0$
End
On solving the above, we obtain the following dual solution:

```
CPLEX> display solution dual -
Constraint Name   Dual Price
nu_1               3.000000
pi_4               1.000000
All other dual prices in the range 1–5 are zero.
```

Since, here, \( w_\ell = \alpha \hat{\xi}_\ell + \pi_\ell \), link weights would be \( w_1^* = 10, w_2^* = 10, w_3^* = 1 \), and \( w_4^* = 2 \). Thus, path 2 is the shortest path where all flow can be allocated. Thus, we do not face the overflow problem as we did with other objectives for this network.

### 7.8 Link Weight Determination: Large Networks

It is important to note that the dual-based approach is not the only approach to determine link weights. This is an active area of research; many methods have been proposed. Nevertheless, irrespective of deciding on an objective function, several performance measures are often of interest to service providers. Consider the following measures:

1. Maximum Link Utilization (ML) captures the utilization of the link that is maximum loaded in the entire network.

2. Fraction of Used Capacity (FU) captures the total used capacity in the final solution as a fraction of the total capacity in the network.

3. Number of Overloaded Links (NOL) refers to the number of links that requires extra capacity to make the solution feasible. This metric is important only when the obtained solution is infeasible.

4. Fraction of Required Extra Capacity (FE) captures the additional capacity required to make the solution feasible as a fraction of the total capacity of the network. This is relevant only when the solution is infeasible.

In addition, the FT Function in its normalized form that captures the total congestion cost is also a good measure. The scaled (normalized) FT function cost \( \left( \sum_{\ell=1}^{L} \phi_\ell / \varphi \right) \) is the ratio of total cost of current allocation \( \left( \sum_{\ell=1}^{L} \phi_\ell \right) \) for the given capacitated network as compared to the cost in case the network was uncapacitated \( (\varphi) \). Observe that for an uncapacitated network with convex link cost function, cost is minimal when flows are allocated to hop count–based shortest paths.

In large problems, say a network consisting of at least 50 routers, using a commercial general-purpose LP solver can be challenging since the time taken to compute results can be quite high. Thus, an efficient method to obtain link weights through the dual-based approach is required. Such an efficient approach that also incorporates the ECMP functionality uses an iterative approach on the dual variables through a decomposition method [564], [664]; we reproduce here results from [664] for randomly generated 100-router networks with a different number of links in Table 7.2 and Table 7.3 for the minimize cost routing objective and the composite objective function, respectively, along with the computing time. Studies show that the composite objective function is good in capturing different performance measures. In case
of duality framework, an additional measure is important to consider is the solution gap or the duality gap as highlighted earlier in Eq. (7.6.12); that is, the gap between the dual solution and the objective value based on the weights determined by the specialized algorithm is a useful indicator of the quality of the solution. As we can see from the tables, these two gap measures were less than a fraction of 1%. There are a few instances where the gaps were about 6% when the maximum iteration count for the dual iteration is reached. Thus, in general, the convergence property is found to be good and the method is efficient in determining link weights that work with the ECMP principle within an acceptable tolerance.

In large IP networks, some aggregation of information is also possible and might be necessary. For example, in a geographically distributed network, there are often many points of presence (PoPs) where a provider locates several routers in each PoP (refer to Section 9.6). Thus, an abstraction is possible where such PoP locations can be thought of as a supernode [308]; this then reduces the size of the problem for the purpose of determining the link weight since it is then sufficient to consider the PoP-to-PoP traffic matrix instead of the router-to-router traffic matrix; once such weights are determined, then proper mapping back to the actual network is required.

Suppose we consider the hypothetical situation in which traffic matrices can be frequently determined due to, say, some new, efficient methodology. If we now determine link weights with each such traffic matrix estimated in each time window, we might possibly have frequent weight changes. In operational networks, it is desirable to minimize the number and frequency of change in link weights [595] since each link weight change (unless due to a failure) can lead to flooding, and consequently, the packet loss or long delays during this transition cannot be completely ruled out. There has been a recent effort to reduce transition time. Another issue is that for a small change in the traffic matrix, the link weight should

<table>
<thead>
<tr>
<th>Nodal Degree (Number of Links)</th>
<th>ML</th>
<th>FU</th>
<th>FT</th>
<th>Solution Gap</th>
<th>F/I(NOL, FE)</th>
<th>Computing Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 (197)</td>
<td>0.79</td>
<td>0.25</td>
<td>1.22</td>
<td>0.6%</td>
<td>F(-)</td>
<td>44 sec</td>
</tr>
<tr>
<td>3 (294)</td>
<td>0.68</td>
<td>0.24</td>
<td>1.15</td>
<td>0.5%</td>
<td>F(-)</td>
<td>13 sec</td>
</tr>
<tr>
<td>4 (390)</td>
<td>0.48</td>
<td>0.18</td>
<td>1.04</td>
<td>0.6%</td>
<td>F(-)</td>
<td>60 sec</td>
</tr>
<tr>
<td>5 (485)</td>
<td>0.50</td>
<td>0.19</td>
<td>1.04</td>
<td>0.2%</td>
<td>F(-)</td>
<td>20 sec</td>
</tr>
<tr>
<td>6 (579)</td>
<td>0.49</td>
<td>0.17</td>
<td>1.02</td>
<td>0.4%</td>
<td>F(-)</td>
<td>23 sec</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Nodal Degree (Number of Links)</th>
<th>(α, β)</th>
<th>ML</th>
<th>FU</th>
<th>FT</th>
<th>Solution Gap</th>
<th>F/I(NOL, FE)</th>
<th>Computing Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 (197)</td>
<td>(0.9, 32)</td>
<td>0.67</td>
<td>0.25</td>
<td>1.15</td>
<td>0.1%</td>
<td>F(-)</td>
<td>5 sec</td>
</tr>
<tr>
<td>3 (294)</td>
<td>(0.9, 11585)</td>
<td>0.66</td>
<td>0.24</td>
<td>1.15</td>
<td>4.4%</td>
<td>F(-)</td>
<td>21 sec</td>
</tr>
<tr>
<td>4 (390)</td>
<td>(0.9, 2896)</td>
<td>0.37</td>
<td>0.18</td>
<td>1.00</td>
<td>0.7%</td>
<td>F(-)</td>
<td>19 sec</td>
</tr>
<tr>
<td>5 (485)</td>
<td>(0.9, 2896)</td>
<td>0.36</td>
<td>0.19</td>
<td>1.00</td>
<td>0.5%</td>
<td>F(-)</td>
<td>16 sec</td>
</tr>
<tr>
<td>6 (579)</td>
<td>(0.9, 16)</td>
<td>0.39</td>
<td>0.17</td>
<td>1.00</td>
<td>0.1%</td>
<td>F(-)</td>
<td>5 sec</td>
</tr>
</tbody>
</table>
not be sensitive. To circumvent this issue, a stable traffic matrix can be used as input to the weight determination process. For example, for a 24-hour cycle, the maximum traffic load can be used so that it accommodates traffic variation during the day. Note that such a decision can vary depending on the size and traffic pattern of a particular service provider’s network and should be arrived at by analyzing factors such as traffic fluctuations, and impact of weight change on utilization, and so on. Later in Section 9.7, we will discuss traffic engineering implications for large tier 1 ISPs.

Note that most link weight determination schemes (other than simple hop-based, or inverse-of-the-link-speed weights) require that the traffic matrix is given. In IP networks, estimating the traffic matrix based on measurements is itself a difficult, time-consuming, and costly process. While large ISPs can use methodologies such as the ones described in [219] for estimating traffic demand volume, many medium-scale and small-scale network providers (for example, an enterprise network) may not have the resources to devise a full monitoring system to determine the traffic demand volume/traffic matrix. In such an environment, if link utilization can still be assessed periodically through tools such as MRTG [533], then such information can be used to identify highly loaded links and such links can be given a high link weight value so that traffic can be moved away from such links. This process is, however, ad hoc and still requires a certain amount of fine-tuning, and no general link weight determination method is known that works in the absence of the availability of a traffic demand volume.

An alternative option, again in the absence of a complete measurement system, is to use enhanced OSPF or IS-IS, which allows functionalities to facilitate traffic engineering, especially useful in an integrated IP/MPLS environment. In this environment, the traffic engineering enhanced capability may be used to query link bandwidth; this can be followed by setting MPLS tunnels on the command line of a router to set up traffic engineering tunnels for controlled traffic engineering, at least to a certain extent. This aspect and other related aspects on IP/MPLS traffic engineering will be discussed later (see Section 18.3.4 and Section 19.1).

7.9 Summary

Traffic engineering of IP networks is an important problem in operational IP networks. While protocols such as OSPF and IS-IS define how routers communicate among themselves to update information such as link weights, they are silent on how to pick good link weights. Thus, mechanisms are needed to determine good link weights. To do so, a critical component is to recognize that this leads to first identifying how to estimate traffic in the network, as well as what performance measures might be of interest in IP networks. Through our initial discussion, we show that there is a direct relation between average delay and average utilization; thus, the traffic engineering goal is to keep either one at a minimum by obtaining optimal link weights. Certainly, there is a connection to the network dimensioning problem.

The framework for determining link weight when the routing is based on shortest paths has an important relation to the MCNF problem. In this chapter, we show the connection between shortest path routing, link weights, and the MCNF problem; furthermore, we have indicated that the IP traffic engineering problem can be considered as the MCSPRF problem. In addition, we show here how LP duality can be used to determine link weights. A nice advantage of this approach is that commercial LP solvers can be used to find dual solutions;
this is especially attractive for network providers who do not want to develop any meta-
heuristic-based link weight determination algorithms.

Further Lookup

In general, determining good link weights through various methods including meta-
heuristics have been addressed by many researchers; this started in 2000 with independent
works by different researchers [69], [233], [242]. Other early works are [67], [235], [532], [574].
As a matter of fact, there have been numerous works in IP traffic engineering in the last sev-
eral years that consider different approaches to the link weight determination problem. That
is, we do not want to give the impression that the dual-based approach is the only approach
for the link weight determination problem.

Failure in a network, such as a link or a line card failure, is another important factor to
consider in determining link weights. The general question is: can we determine a robust link
weight system that works both under normal operating condition and also under a failure.
The benefit of such link weights is that the transient behavior after a failure can be minimized.
Recently, integrated models have been developed to consider such situations; for example, see [470], [532], [564] for additional discussions.

Some network providers prefer to obtain link weights that result in unique shortest
paths for all demand pairs, the primary reason being the ability to easily troubleshoot
a network [698]. In light of Result 4.1 and Example 4.5 discussed earlier, it is important
to note that most demand pairs in large networks are likely to have flows taking sin-
gle paths at optimality. While several methods have been proposed [67], [69], [564], [663],
[698], obtaining link weights that lead to unique shortest paths (without significantly in-
creasing the total cost, average delay, or maximum link utilization) remains a difficult prob-
lem.

Note that while this chapter is primarily about IP traffic engineering, there is a connection
between flow control and traffic engineering; for example, see [289], [581] and Chapters 22
and 23. Later in Chapter 11, we will discuss the connection between control and traffic engi-
eering for voice engineering.

Exercises

7.1. Review questions:

(a) What is traffic engineering?
(b) What does the bandwidth-delay product signify?
(c) What is the difference between the multi-commodity network flow problem and the
multi-commodity shortest path routing problem.
(d) How does the buffer size of a router impact traffic engineering?

7.2. Refer to Exercise 4.3 in Chapter 4. Now, determine optimal link weights for the two
objectives described there.

7.3. Consider the nine-node network [261] shown in Figure 7.10 where the number next to a
link represents the capacity of the link, and the table shows the traffic volume for three
different demand pairs. Determine best link weights using duality (i.e., using CPLEX or any other LP solver) when the following objective options are considered: (1) minimization of maximum link utilization, (2) minimum cost routing, (3) piece-wise linear envelope, (4) a composite cost function. For the composite cost function, test for different values of $\alpha$ and $\beta$ to see how the link weights determined might change.

7.4. Consider the nine-node Manhattan street network shown in Figure 7.10.

(a) Assume that all links have 100 units of capacity, and the goal is to do load balancing the network. Find the best link weights (i) if a single demand between node 1 and 9 with volume of 60 units is considered, (ii) if two demands, one between 1 and 9 and another between 3 and 7, each of volume 60, are considered.

(b) Assume that all links have 100 units of capacity except for links 2-5, 4-5, 5-6, 5-8, which have 60 units of capacity. The goal is to do load balancing the network. Find the best link weights (i) if a single demand between node 1 and 9 with volume of 60 units is considered, (ii) if two demands, one each between 1 and 9 and another between 3 and 7, each of volume 60, are considered.

7.5. Consider the same demand/capacity scenarios described in Exercise 7.4; find the best link weights if minimum cost routing is the objective used instead (assume unit cost of flow on each link).

7.6. Consider the same demand/capacity scenarios described in Exercise 7.4; find the best link weights if a composite objective function that combines minimum cost routing with load balancing is used. Determine how the solution changes as the parameters associated with the cost components of the composite object are varied.

7.7. In Chapter 4, you will find exercises that are similar to the above three exercises. Compare your results and draw your conclusions.
This page intentionally left blank
8

BGP

All truths are easy to understand once they are discovered; the point is to discover them.

Galileo Galilei

Reading Guideline
The chapter starts with the basic conceptual idea behind BGP. Several details are then introduced one at a time. This chapter is helpful in reading Chapter 9. BGP uses the path vector protocol approach. You may note that the concept of a path vector protocol and its behavior has been discussed in depth in Section 3.5; thus, it is helpful to refer to this discussion in parallel with this chapter.
CHAPTER 8 BGP

The Border Gateway Protocol (BGP) plays a critical role in making communication on the Internet work. It facilitates exchange of information about networks, defined by IP address blocks, between entities, known as autonomous systems (ASes), so that one part of the Internet knows how to reach another part. BGP is thus an inter-AS routing protocol. It does, however, allow intra-AS exchanges in certain situations as will be described later.

In this chapter, we describe BGP and its operational characteristics. The current BGP standard is known as version 4, with its most recent specification described in RFC 4271 [591]; we will simply use BGP to refer to BGP4 since our entire discussion here about BGP is about BGP4. In Chapter 9, we will cover the Internet routing architecture where we will show how BGP is used. The evolutionary path to the development of BGP will also be described in that chapter (refer to Section 9.1).

It is important to note that BGP is an excellent example of a work-in-progress protocol. In the early 1990s, BGP went through multiple versions to arrive at version 4; yet many issues were addressed as add-on features to version 4 by taking the operational experience of the Internet into account. As we move through this chapter, we will point out a few of these issues.

8.1 BGP: A Brief Overview

The BGP protocol is used to communicate information about networks currently residing (or homed) in an autonomous system to other autonomous systems. The term network has a specific meaning in regard to BGP, which we will describe in the next section; in this section, we will italicize it to avoid confusion with the general use of the term network. The exchange of network information is done by setting up a communication session between bordering autonomous systems. For reliable delivery of information, a TCP-based communication session is set up between bordering autonomous systems using TCP listening port number 179. This communication session is required to stay connected, which is used by both sides to periodically exchange and update information. When this TCP connection breaks for some reason, each side is required to stop using information it has learned from the other side. In other words, the TCP session serves as a virtual link between two neighboring autonomous systems, and the lack of communication means that this virtual link is down. Certainly, this virtual link will be over a physical link that connects the border routers between two autonomous systems; it is important to note that if a virtual link is broken, it does not necessarily mean that the physical link is broken. Now imagine that each autonomous system is a virtual supernode; then the entire Internet can be thought of as a graph connecting virtual supernodes by virtual links.

Example 8.1 BGP topology illustration.

In Figure 8.1, we have shown six virtual supernodes (autonomous systems), AS1 to AS6, connected by virtual links, i.e., TCP-based BGP sessions for communication between two adjacent virtual supernodes. Each virtual supernode then contains one or more networks identified as N1, N2, N3 in AS1, and so on. From the figure, we can see that there is more than one possible path between certain ASes. It is also possible to have a supernode at the edge of the entire network such as AS6. Furthermore, multiple virtual links between two neighbor-
8.1 BGP: A Brief Overview

For the supernetwork of ASes that connects virtual supernodes through virtual links, we need a mechanism for routing information updates about networks to be exchanged. Recall from Chapter 3 that routing information in a network can be essentially disseminated in two different ways: using a distance vector approach or using a link state approach. A difficulty with a link state concept is that it is not scalable in its normal form when the number of nodes grows, although a link state protocol can be made scalable through extended mechanisms—ATM Private Network-to-Network Interface (PNNI) is such an example. However, a nice property of a distance vector protocol is that a node does not need to maintain the entire topology; the supernetwork (Internet) consisting of supernodes made of ASes is very large and, thus, a distance vector approach is appealing. However, the difficulty with a distance vector protocol is that looping can occur and unreliable delivery of routing information is not desirable. BGP follows a path vector routing protocol approach that is roughly based on a distance vector–type approach where looping is avoided through path tagging and where reliable sessions for information exchange are used. The basic concept behind a path vector protocol, without cluttering its description with BGP, was described earlier in Section 3.5 in Chapter 3. While it is tempting to refer to BGP as the path vector protocol, it is more appropriate to refer to BGP as an instance of a path vector protocol family. As an example, in BGP, the cost between two adjoining ASes is implicitly assumed to be just a hop; any local virtual link selection decision can be specified if there are parallel links.

Since BGP uses a hop count metric as the distance between two adjoining ASes, the shortest path from an AS to a distant AS is essentially counted in terms of the shortest number of AS hops; note that it is not in terms of number of routers along this path. BGP also allows parallel virtual links between adjoining ASes; thus, a mechanism is also provided for local exchange of information to decide on a preferred link. Visits through ASes as information
about *networks* is propagated is prepended using the BGP protocol. We provide a simple illustration here.

**Example 8.2** Prepending of AS Paths in BGP.

Consider again Figure 8.1. Here, we can clearly see that the shortest AS hop path from AS1 to AS6 is AS1 to AS2 to AS5 to AS6. There are two parallel links between AS2 and AS5; the choice of either link is a local decision and is immaterial to ASes outside this part such as AS1 and AS6.

As part of the BGP protocol, AS6 will let its neighboring AS, AS5, know that it is home for N13 and N14 by broadcasting the AS identifier with the *network* identifier, i.e., as (AS6) → N13 and (AS6) → N14. It is easy to see that instead of generating a separate message for N13 and N14, a combined message would conserve the number of announcements since both *networks* are served by AS6 with one outlet. Thus, a common way is to announce a set of *networks* such as {N13, N14}; thus, we can write the prepended announcement as (AS6) → {N13, N14}. Through a series of exchanges, AS1 will receive the prepended path information (AS2, AS5, AS6) → {N13, N14} from AS2 and (AS3, AS4, AS5, AS6) → {N13, N14} from AS3. Thus, AS1 can decide that route (AS2, AS5, AS6) is the shortest AS hop-based path to reach destinations N13 and N14.

**Remark 8.1.** Explicit announcement of home AS with a network.

There is an important basic issue: if we know that N1 belongs to AS1, could we communicate the path information to AS5 simply as (AS2) → N1 instead of as (AS2, AS1) → N1? That is, could we drop AS1 entirely from the path information as being the home of N1? The answer is no. If we were to do that, it would *implicitly* suggest that N1 *always* belongs to AS1. Instead, we want the flexibility of a *network* that can be homed off of another AS if the owner of the address space chooses to do so in the future. Second, the ability to detect looping will be lost. Thus, the explicit announcement of AS1 as the current home of N1 as in (AS2, AS1) → N1 automatically provides these flexibilities.

Essentially, BGP chooses a path between two ASes in terms of the shortest number of AS hops. However, BGP allows an AS number to be repeated during the announcement for the benefit of inter-AS traffic engineering. This is illustrated below.

**Example 8.3** Repetition of an AS number in AS paths for inter-AS traffic engineering.

Consider Figure 8.1 again. Suppose that AS1 would prefer that traffic be routed via AS3 instead of AS2 to its own *networks*. Thus, AS1 can send the announcement about N1, N2, N3 to AS2 with AS1 repeated three times as (AS1) → {N1, N2, N3}, but to AS3 once as (AS1) → {N1, N2, N3}; after prepending, each of these announcements will then arrive at AS4 as (AS2, AS1, AS1, AS1) → {N1, N2, N3} and as (AS3, AS1) → {N1, N2, N3}, respectively. Thus, the route chosen by AS4 for destinations N1, N2, and N3 would be via AS3 since the announcement indicates that this is the shortest number of AS-hops. Assuming no repeats are done by other ASes, traffic originating in AS5 and AS6 would also go via AS3 to destinations N1, N2, and N3.
The case for AS2 is interesting to note. AS4 would forward the announcement about *networks* in AS1 to AS2. Thus, AS2 will receive it as (AS4, AS3, AS1) → {N1, N2, N3}, while AS2 has already received it from AS1 as (AS1, AS1, AS1) → {N1, N2, N3}. Thus, for AS2, reaching *networks* N1, N2, and N3 is the same length in terms of AS-hops. Here, additional tie-breaking rules discussed later would be applied to determine the preferred route.

The actual best path decision in BGP has far more details than the simple shortest-hop idea described so far; this will be covered in detail later along will more information concerning about BGP operations.

While we have so far given a fairly simplistic view of BGP, several important points have been covered such as: (1) what types of information to communicate between neighboring autonomous systems, and the format and types of messages, (2) how to ensure that the virtual link connectivity is maintained, and (3) how to react if the virtual link breaks down; these are important in maintaining relations among autonomous systems so that a packet can move from an end host to a distant end host through the Internet.

### 8.2 BGP: Basic Terminology

We have so far described the basic notion of BGP using virtual supernodes and virtual links, where each supernode contains one or more *networks*. It should be clear by now that the virtual link functionality is provided by a *BGP session* and supernodes are referred to as *autonomous systems*. That is, the Internet is composed of *autonomous systems* that connect to one or more autonomous systems while an autonomous system contains one or more *networks*. The term *network* has a specific meaning; more accurately, it refers to an *IP prefix-defined network*; for brevity, this notion of a network is referred to as an IP prefix, which we described briefly in Chapter 1. Recall that an IP prefix is identified through the CIDR notation, A.B.C.D/n, where/n refers to the network mask. For example, an IP prefix is listed as 134.193.0.0/16 where the network mask is/16; this means that this address block identifies a certain *network*. In BGP folklore, an IP prefix is often referred to simply as a network, or a route, or an IP prefix, and sometimes all three are used interchangeably. For clarity, we will use the term IP prefix henceforth. The term *route* has a specific meaning as defined in the BGP specification; a *route* is a unit of information that associates an IP prefix destination or a set of IP prefix destinations with the attributes of an AS-path that has been visited so far, as seen by a receiving AS through an UPDATE message. For example, in Figure 8.1 from the viewpoint of AS6, a route to the IP prefix destination N1 is (AS5, AS4, AS3, AS1) → N1.

In each AS, certain entities are designated as BGP agents for communication with neighboring ASes. These agents are specially designated routers, commonly referred to as *BGP speakers*. This means that the TCP-based BGP session is in fact set up between two adjoining BGP speakers, and thus, each speaker is considered the peer of the other. Since the BGP protocol is meant for use in the global Internet, an identification number for each AS has been defined and is tracked for determining a path between two ASes. This identifier is a unique 16-bit *autonomous system number*, assigned to each AS. Thus, each AS is assigned a globally unique number in the range 1 to 65511; the rest, 65512 to 65535, are reserved as private AS numbers. Originally, the private AS numbers were not defined; they first became necessary when the *AS confederation* approach, discussed later in Section 8.8.2, was introduced.
Finally, it is important to note that an AS is not the same as an ISP. An ISP can have multiple ASes contained in it; conversely, an AS can be made up of multiple providers where different IP prefixes are provided by each provider. We will consistently use the term AS and discuss specifics in regard to an ISP as and when required.

8.3 BGP Operations

To facilitate learning about routes to reachable IP prefixes, a BGP speaker is engaged in exchange of network reachability information with its neighboring BGP speakers. During an exchange, a BGP session may go down; thus, the basic BGP operation needs to also address how to handle such situations. To enable various BGP activities, the BGP protocol defines four key message types: OPEN, UPDATE, KEEPALIVE, and NOTIFICATION, and an optional message type ROUTE–REFRESH. Details on the message formats for these BGP messages will be described later in Section 8.12. Here, we will concentrate on the BGP operational functions for which these messages are used, and the operations require certain timers.

8.3.1 Message Operations

The OPEN message is the first message sent to establish a BGP session after the TCP connection has been established. This is started by the BGP speakers that act as designated agents of autonomous systems to talk to other neighboring BGP speakers. Often in practice, each BGP speaker is configured in advance with the IP address of the other BGP speaker so that either end can initiate this TCP connection. It is quite possible that different BGP speakers use different BGP version numbers; thus, the OPEN message contains the version number as well as the AS number.

The UPDATE message, the key message in BGP operations, is sent between two BGP speakers to exchange information regarding IP prefixes; this message type works in a push mode, i.e., whenever a BGP speaker has new information regarding an IP prefix to communicate to its peering BGP speaker, an UPDATE message is sent. In steady state, the BGP speakers generate UPDATE messages whenever either end has determined a new best AS route for any specific IP prefix. More importantly, if one end of the BGP session was the announcer of a route to a particular IP prefix to its other end, it must generate a withdrawal if this speaker can no longer reach this particular IP prefix. The reason for this withdrawal announcement is that the path through the AS where the sending speaker is homed could be the best path for the receiving speaker, yet the sending speaker has no way of knowing if it is otherwise.

Once a BGP session is up and running, the KEEPALIVE message is sent periodically between two BGP speakers as a confirmation that the session is still alive. Each end learns and agrees on a maximum acceptable time, known as the *hold time*, during the initial exchange of OPEN messages. The KEEPALIVE messages are then generated approximately once every third of the hold time, but no more than once every second. The KEEPALIVE messages should not be generated if the hold time is agreed to be zero; this case assumes that somehow the session is completely reliable.

The NOTIFICATION message is sent to close a BGP session; this is done when some error occurs requiring closing down of the session. Thus, a virtual link between two BGP speakers is considered to be unavailable (1) when the NOTIFICATION message sent by one
end leads to a graceful close of a BGP session, or (2) when there is an absence of KEEPALIVE or UPDATE messages within a hold time.

Besides the four mandatory message types, an additional optional message type, ROUTE–REFRESH, has also been added [129]. For example, at any instant during a session, one end can send ROUTE–REFRESH to its neighboring BGP speaker requesting to readvertise all its IP prefix entries in its routing table; thus, the ROUTE–REFRESH, can be thought of as a pull request that is responded using an UPDATE message. Its usefulness will be discussed later in Section 8.7.

Since ROUTE–REFRESH is an optional type, how does a BGP speaker know whether its neighboring BGP speaker supports this feature? To make such optional functionalities work, BGP defines a parameter called Capabilities [113], [114] which is carried in the initial OPEN message for capabilities negotiation. Thus, ROUTE–REFRESH is sent as an optional capability to be negotiated in the initial OPEN message. If the receiving speaker does not support the Capabilities option or ROUTE–REFRESH option, it sends a NOTIFICATION message back to the sending BGP speaker to close the session. In this situation, the sending speaker would need to send a new OPEN message without the Capabilities option so that normal establishment can be accomplished; the session would continue without the ROUTE–REFRESH option.

### 8.3.2 BGP Timers

We have so far described the use of different message types. For proper functioning of BGP, several timers are also defined. It is important to understand the need and the role of the timers. For example, how long should a BGP speaker try to set up a connection with a neighbor before giving up? How often should two neighbors exchange KEEPALIVE messages? How often should routes to a particular IP prefix be announced or withdrawn? and so on. Implicit in defining such timers is the need to limit link bandwidth consumption between two BGP neighbors as well as to limit the processing of resources at the BGP speaker related to BGP traffic. After all, for a link that connects two neighboring ASes through the border BGP speakers, the main role is to push actual user traffic, not be consumed/dominated by the BGP protocol-related traffic. To address these points, the BGP protocol has five required timers and two optional timers; with each timer, a time parameter is assigned. We describe them and their roles:

- **ConnectRetryTimer:** This timer defines the timeout interval before retrying a connection request. While the recommended ConnectionRetryTime value is 120 sec, it can set to zero for certain event conditions.

- **HoldTimer:** This timer indicates the maximum time (in seconds) that is allowed to elapse without receiving an UPDATE or KEEPALIVE message from a peering BGP speaker before declaring that the peer is not reachable. That is, the expiration of HoldTimer indicates that the virtual link between these two BGP speaker is down. The recommended value for HoldTime is set to 90 sec while the minimum positive value must be 3 sec. The time is allowed To be set to zero, which is used as the indicator that the session is never to expire.

- **KeepAliveTimer:** This timer relates to the frequency of generating KEEPALIVE messages; the timer value is set to one-third of the value of HoldTime. For example, if HoldTime is
agreed to be 90 sec through the exchange of OPEN messages at the beginning of a BGP connection, then KeepAliveTime is set to 30 sec.

- **MinRouteAdvertisementIntervalTimer**: This timer refers to the minimum time that must expire before a BGP speaker can advertise and/or withdraw routes to a peering BGP speaker in regard to a particular IP prefix destination. While the timer can be defined on a per-IP prefix destination basis, the value is maintained on a per-BGP peer speaker basis. If it is an intra-AS peer, then the recommended value is 5 sec; for an external peer, the value is set at 30 sec.

- **MinASOriginationIntervalTimer**: This timer indicates the minimum time that must expire before a BGP speaker can report changes in its own autonomous system through another UPDATE message. The recommended value for MinASOriginationIntervalTime is 15 sec.

Note that a BGP speaker may be involved in setting up peering sessions with multiple BGP peers. Thus, it is possible that certain timers expire at about the same time, causing a spike in activity at a BGP speaker; second, even if they are originally set to expire at a different time, it is possible that some eventually synchronize; that is, the pendulum effect much like RIP (refer to the discussion on timer adjustment Section 3.3.3) cannot be completely ruled out. Thus, jitter is required to be implemented on the following four timers: ConnectRetryTimer, KeepAliveTimer, MinASOriginationIntervalTimer, and MinRouteAdvertisementIntervalTimer. The recommended value is obtained by determining a random quantity that is uniformly distributed from the range 0.75 to 1.0 of the base value, and a new random quantity is determined each time.

There are two additional optional timers: DelayOpenTimer and IdleHoldTimer. The DelayOpenTimer may be used once a TCP connection is set up for a BGP session to indicate wait time before the OPEN message is to be sent. The IdleHoldTimer is used to determine how long to wait in the idle state of the BGP protocol by a BGP speaker before triggering restart of a BGP session to a particular peer; this factor is used to dampen any oscillatory behavior.

### 8.4 BGP Configuration Initialization

In this section, we discuss BGP initial configuration in some detail. To do this, we first consider two commonly used approaches: one in which two ASes are connected directly through their respective BGP speakers and one in which a border BGP speaker is connected to multiple neighboring BGP speakers.

Consider two ASes with AS numbers 64516 and 64521 wanting to set up a BGP neighboring relation (see Figure 8.2). In this case, a common approach is to set a direct physical interface between two bordering BGP speakers, thus forming a point-to-point link; then, a subnet address block (IP prefix) is defined where both interfaces have addresses from this address block. For example, if we use the IP prefix 10.6.17.0/30 block to describe this subnet, then 10.6.17.1 can be assigned as the interface address (serial: s0) to the BGP speaker in AS64516 and 10.6.17.2 as the interface address (serial: s1) to the BGP speaker in AS64521. Once this is configured, the neighboring relation can be established, for example, by the BGP speaker in AS64516 indicating that 10.5.21.2 is the IP address for the neighboring BGP
speaker in AS64617; similarly, the other end can issue the neighboring relation. This method of configuration then avoids the *chicken and egg* problem of how each BGP speaker determines how to reach its neighboring BGP speaker so that they can exchange routing information.

Now consider the case in which an AS has more than one neighboring ASes (see Figure 8.3); that is, AS number 64516 has two neighboring ASes, AS64521 and AS64822. One possibility is to take the same approach as the first case, i.e., define separate subnet address blocks for each neighboring relation such as address block 10.6.17.0/30 between AS64516 and AS4521 and address block 10.6.17.4/30 between AS64516 and AS64822. In this case, the BGP speakers in AS64521 and AS64822 will see the border BGP speaker in AS64516 with different addresses. While this is workable, this is not preferable, since it can be hard to manage the different address assignments and can be cumbersome when a BGP speaker has many neighboring ASes.

The configuration just described raises the following question: can we configure in such a way that each neighbor can use the *same* IP address for a particular border BGP speaker in AS64516? In fact, this is possible. To do it, a *loopback address*, that is, a *loopback interface-based approach* is taken. Consider again just two neighboring ASes, AS64516 and AS64521.

![Figure 8.2](image1.png) **Figure 8.2** BGP session setup: direct interface between two ASes.

![Figure 8.3](image2.png) **Figure 8.3** BGP session setup: direct interface between an autonomous system (AS) and its two neighbors.
As shown in Figure 8.4, at the BGP speaker 10.6.17.1 in AS64516, a loopback interface (lo) is created with IP address 10.6.1.1 while at the BGP speaker 10.6.17.2 in AS64521, a loopback is created with IP address 10.6.2.1. Now, BGP speaker 10.6.17.1 indicates 10.6.2.1 as the remote end for AS64521 and then indicates that the route to 10.6.2.1 is to use the serial interface s0. Thus, when a BGP packet is generated at the BGP speaker 10.6.17.1 for AS64521, the packet will take interface s0 to reach BGP speaker 10.6.17.2 where it will now loop back to feed to the BGP session. Similarly, the other end is configured; that is, BGP speaker 10.6.17.2 indicates 10.6.1.1 as the remote end for AS64516, and then indicates that the route to 10.6.1.1 is to use the serial interface s1. Similarly, a third neighbor of AS64516 can be connected without the necessity of changing the IP address of the border BGP speaker 10.6.17.1.

There is also a third possible approach for the initial configuration; this approach is used when two BGP speakers are not directly connected; this is often encountered in regard to internal BGP, to be discussed in the next section. In this situation, an interior dynamic routing protocol can be used where one end learns about the other end dynamically.

It should be noted that whether the direct interface-based or the loopback interface–based approach is used, the time-to-live (TTL) field in the IP packet that contains BGP information is set to 1 when loopback addressing is not used; when loopback addressing is used, the TTL is set to 2, and for a multihop environment to 255. Limiting TTL then helps prevent BGP packets from spreading beyond where they need to be contained, and serves as a basic security mechanism [252].

8.5 Two Faces of BGP: External BGP and Internal BGP

Our discussion so far has exclusively concerned routing information exchanges between ASes through BGP speakers. In fact, BGP is also used to set up peer (neighbor) connections between two BGP speakers within an AS, known as internal BGP (IBGP) speakers. The question is why such an arrangement is needed and in what scenarios. Before we delve into this, we clarify a curiosity that remains: how does a BGP speaker find out whether it is communicating with an external peer BGP speaker or an internal peer BGP speaker? This can be determined by comparing the AS number communicated in the OPEN message by its peer BGP with that of its own internal value; if it matches, then this neighbor is an IBGP speaker, and if it does not, then it is an EBGP speaker.

To consider why IBGP is needed and for what types of scenarios, we begin with an illustration consisting of four ASes as shown in Figure 8.5. Here, AS64777, AS64999, and AS65222 are referred to as stub ASes since they each of them has one BGP speaker as an outlet. We start with AS64777. There are three IP prefixes in this AS: N1, N2, and N3. To route user traffic from
one of them to another one within AS64777, an interior gateway protocol is sufficient to determine routing. Similarly, the internal routing scenario is handled within the other ASes as well. We assume that AS64777 uses OSPF within its domain. What about inter-AS? For example, how does R7 in AS64888 learn about network N1, and conversely, R1 in AS64777 learn about network N7? Note that neither R1 nor R7 is a BGP speaker; they are interior routers within their respective ASes. One possible way is that BGP speaker R2 learns about N5 from AS64888 and then communicates this information through OSPF protocol to routers R1 and R3. Thus, R2 can learn about all external IP prefix networks from its neighboring AS and communicate to R1 and R3 through OSPF. The difficulty is that this immediately creates a scalability problem at routers R1 and R3 since they will need to maintain link state database entries for such external IP prefixes and compute the shortest paths to all such IP prefixes. Furthermore, if router R3 were to populate the external IP prefixes to each internal router, it defeats the purpose of BGP. In any case, while theoretically possible, BGP speaker R2 in AS64777 does not inform other interior routers within AS64777 about external IP prefixes about which it has learned. Instead, BGP speaker R2 becomes the default gateway for all external IP prefixes;
a common way to configure in a stub AS; routers R1 and R3 do not need to maintain routing table entries for external IP prefixes, thus reducing the routing table size at R1 and R3 as well.

The above discussion gives the impression that the border BGP speaker such as R2 is the stopping point for external IP prefixes it has learned from its neighboring AS, i.e., through incoming BGP messages. This is, however, true only if the AS is a stub AS with only a single BGP speaker to its neighboring AS; in fact, this is the case with R2. This situation, however, no longer holds when we consider AS64888. If BGP speaker R4 were to stop distributing IP prefixes N1 and N2 it has learned from BGP speaker R2, then the third AS, AS64999, would have no way of knowing that N1 and N2 actually exist. Thus, a mechanism is needed so that an AS that has connectivity to multiple ASs through multiple BGP speakers such as AS64999 can communicate information about network reachability. This is where an internal BGP session is required between two BGP speakers within an AS so that network reachability information can be exchanged. In our example, such an internal BGP session is required between BGP speakers R4 and R5 so that R4 can learn about IP prefixes N8, N9, and N10 while R5 can learn about IP prefixes N1, N2, and N3. That is, an important BGP rule is as follows:

Rule 1: A BGP speaker can advertise IP prefixes it has learned from an EBGP speaker to a neighboring IBGP speaker; similarly, a BGP speaker can advertise IP prefixes it has learned from an IBGP speaker to an EBGP speaker.

Note that due to the second part of Rule 1, it is acceptable for R4 to advertise to R2 in AS64777 about IP prefix N7, which is part of AS64888.

While internal BGP works very much the same way as external BGP, there is an important difference. Consider network N6 in AS64888; within this AS, BGP speaker R4 learns about it internally through OSPF from internal router R6; similarly, BGP speaker R5 also learns about N6 from R6. Should R4 and R5, both IBGP speakers, advertise N6 to each other through the IBGP session? The answer is no. That is, a second important rule is as follows:

Rule 2: An IBGP speaker cannot advertise IP prefixes it has learned from an IBGP speaker to another neighboring IBGP speaker.

The primary reason for this rule requires some explanation. The AS number is prepended only when an advertised IP prefix crosses an AS boundary (Example 8.2). Recall that a BGP speaker prevents looping by checking if its own AS number is on the path for any network reachability received from another BGP speaker. When the communication is within an AS, and since the AS number is not prepended in this scenario, looping is possible! This mandates the need for Rule 2. Furthermore, the routers within an AS are supposed to handle internal routing through the interior gateway protocol for all its internal IP prefixes; this is not the role of an IBGP.

There is, however, an important implication of Rule 2 in regard to external IP prefixes when there are more than two IBGP speakers in an AS. To understand this issue, consider again AS64888. Due to Rule 1, BGP speaker R4 will learn about N1, N2, and N3 from EBGP speaker R2 and let IBGP speaker R5 know so that R5 can communicate this information to AS64999. Also, by Rule 1, BGP speaker R4 will also learn about N11, N12, N13 located in AS65222 from IBGP speaker R6 and let AS64777 know about existence of N11, N12, and N13.
However, due to Rule 2, R4 cannot inform IBGP speaker R5 about N11, N12, N13. How then would AS64999 know about N11, N12, N13? As a consequence of Rule 2, AS64999 would not know unless that is also an IBGP session between IBGP speakers R5 and R6. That is, if there are more than two IBGP speakers in an AS, there must be an IBGP session between each pair of IBGP speakers; thus, this leads to the case of full-mesh IBGP connectivity. This certainly raises the scalability issue, which is discussed later in Section 8.8.

To summarize, IBGP is required whenever an AS has multiple EBGP speakers. Certainly, a stub AS that has only a single BGP speaker does not need to consider IBGP. The basic mechanism for IBGP and EBGP is the same as long as the two rules discussed above are addressed properly. Note that IBGP is a situation in which the third approach for initial configuration, mentioned earlier in Section 8.4, is often used for connecting two IBGP speakers. IBGP speakers are also configured using loopback addressing for ease of configuration manageability. In this case, the interior gateway protocol is used for routing BGP-related data from one IBGP speaker to reach the other IBGP speaker.

### 8.6 Path Attributes

A critical part of BGP operation is route advertisement; as a part of route advertisement, specific information about a route to an IP prefix destination or a set of IP prefix destinations is also distributed; this set of information, known as path attributes, is then used in the BGP routing decision process. BGP path attributes are classified into the following four categories:

- **Well-known mandatory:** All BGP implementations must recognize such an attribute and it must appear in an UPDATE message.
- **Well-known discretionary:** All BGP implementations must recognize such an attribute; however, it may not be included in an UPDATE message.
- **Optional transitive:** A BGP implementation might not support such an attribute, but it must forward it to its BGP peers.
- **Optional nontransitive:** A BGP implementation might not support such an attribute; it should not forward it to its BGP peers.

We now describe several key path attributes while identifying the category to which they belong.

**ORIGIN**

This well-known mandatory attribute identifies the mechanism by which an IP prefix is first announced into BGP, commonly referred to as injected into BGP. It can be specified as IGP, EGP, or Incomplete. IGP means that the IP prefix was learned from an interior gateway protocol such as OSPF; EGP means that it is learned from an exterior gateway protocol such as BGP; Incomplete refers to the case when the IP prefix is unknown, often the case for static routes. The value assigned by the originating BGP speaker is not allowed to be changed by any subsequent speaker, although, in practice, it can be. This, this attribute is not always meaningful in practice.
AS–PATH

This well-known mandatory attribute stores a sequence of AS numbers that identifies the ASes a route has visited so far. This is accomplished using the UPDATE message; whenever an UPDATE message is communicated from one BGP speaker to another BGP speaker as it crosses an AS boundary, its AS number must be prepended to the AS–PATH.

Consider Figure 8.6. Here, the IP prefix 10.5.0.0/16 originates in AS65101. Thus, the BGP speaker on the border in AS65101 includes its AS number in the UPDATE message sent to its BGP speakers located at neighboring ASes, AS65102 and AS65105. When the route for 10.5.0.0/16 is advertised to other ASes, the AS–PATH in the UPDATE message is prepended with the AS number of the leaving AS. Thus, on receiving the UPDATE message in AS65107, the BGP speaker at AS65107 will learn that 10.5.0.0/16 has originated in AS65101 and that it has since passed through AS65105 and AS65106 by inspecting the AS–PATH attribute, while recognizing that AS65106 is the most recent AS visited. An interesting feature is that the bordering BGP speaker may prepend its own AS number more than once in the AS–PATH attribute; this was illustrated earlier in Example 8.3.

NEXT–HOP

This well-known mandatory attribute identifies the IP address of the next hop router to the IP prefix destination in the UPDATE message. Note that an IP prefix is advertised outside of an AS so that others are aware of it; thus, for the rest, this IP prefix is the destination they are now aware of and to which they want to send user traffic. Thus, when user traffic is forwarded, the next hop router is the final router in the BGP domain, which knows how to forward it to the IP prefix destination. Since the view is from the incoming direction, a name such as last hop or final hop might have sounded more appropriate since next hop is also commonly used to mean the next router for an outgoing direction.

The next hop router identified is dependent on from where it is advertised and whether it is internal or external to the originating AS. We illustrate NEXT–HOP through three scenarios (see Figure 8.7). In scenario 1, IP prefix 10.12.0.0/16 homed in AS64777 is advertised to AS64888 by EBGP speaker 10.6.17.1 to EBGP speaker 10.6.17.2; in this case, the NEXT–HOP to IP prefix destination 10.12.0.0/16 is 10.6.17.1. This attribute value is advertised outside its home AS. In scenario 2, the announcement is entirely within an AS between IBGP speakers through a TCP-based BGP session that is set up between IBGP speakers 10.5.16.1 and
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FIGURE 8.7 BGP path attribute: NEXT–HOP examples.

192.168.2.2; note that this TCP is routed internally via the interior router 192.168.2.1. Since IP prefix 10.15.0.0/16 is off the IBGP speaker 10.5.16.1 that is advertising it, the NEXT–HOP to IP prefix destination 10.15.0.0/16 is 10.5.16.1, not 192.168.2.1. Finally in scenario 3, IP prefix 10.12.0.0/16 is advertised by BGP speaker 10.6.17.1, which is passed on from AS64777 to AS64999; then, within, AS64999, the UPDATE message that contains this information is forwarded from one IBGP speaker to another IBGP speaker. Since network 10.12.0.0/16 originated in AS64777 at BGP speaker 10.6.17.1, the NEXT–HOP value will remain at 10.6.17.1.

As you can see, NEXT–HOP in BGP can be somewhat confusing. NEXT–HOP in BGP really needs to be defined because of the basic concept of IP routing that a destination network address must have a next hop entry in a routing table. In an IGP environment, this is not a problem since a router can compute the next hop based on the shortest path first algorithm. Thus, NEXT–HOP in BGP can be thought of as a recursive idea; that is, it is listed for the purpose of following the next hop notion with a pointer; when the actual traffic arrives, this pointer would know how to route through IGP.

MULTI–EXIT–DISCRIMINATOR (MED)

This optional nontransitive attribute is a metric meant for use when there are multiple external links to a neighboring AS; in this case, the exit point with the lowest metric value is preferred by the neighboring AS. The MED attribute is allowed to be sent to other IBGP speakers in the same AS; it is, however, never propagated to other ASes beyond that. Thus,
FIGURE 8.8 BGP path attribute: MED example.

FIGURE 8.9 BGP path attribute: LOCAL–PREF example.

the border BGP speaker must have the ability to delete the MED attribute from a route before passing the UPDATE message to its neighboring AS. MED is typically prevalent when the multiple exit links are of a different bandwidth so that the link with a higher bandwidth can be preferred by setting a lower metric value to this link, or to control the entry point into the next AS, sometimes referred to as cold potato routing.

Consider Figure 8.8. Here, IP prefix 10.16.0.0/16 is advertised by AS64516 with different MED values for each EBGP session to AS64617. Thus, when AS64617 sends user traffic to AS64516, it will use the link where the MED value is smaller.

LOCAL–PREF

This well-known discretionary attribute is a metric used internally within an AS between BGP speakers; this is also helpful in selecting an outgoing BGP speaker when an AS has connectivity to multiple ASes or multiple BGP routes even with the same next hop AS.

Consider Figure 8.9. Here, IP prefix 10.17.0.0/16, originated from AS64617, is advertised to AS64521 and AS64822. The intermediate ASes, AS64521 and AS64822, in turn, advertise to AS64516, which arrives at BGP speakers R1 and R2, respectively. Now, AS64516 internally wants to introduce a local preference for this route due to the preference to use AS64521 for outgoing traffic. Thus, BGP speakers R1 and R2 are configured with local preference values that are internally communicated to IBGP speaker R3. Thus, when user traffic arrives at R3
8.7 BGP Decision Process

The BGP decision process can be divided into two parts: (1) path selection and (2) aggregation and dissemination. It may be noted that the BGP decision process is used interchangeably with the path selection process in the common literature. We make a subtle distinction here to separate out the role of aggregation and dissemination.

8.7.1 BGP Path Selection Process

The BGP path selection process has the responsibility of selecting routes to various IP prefix destinations for use locally by a BGP speaker. The BGP path selection process is part of the overall BGP decision process, which also handles route dissemination to its neighboring BGP peer speakers; the route dissemination process will be discussed along with route aggregation later in Section 8.7.2. To accomplish route selection, each BGP speaker maintains two routing information bases (RIBs):

- **Adjacent RIBs-In (Adj-RIBs-In)** is the information base that stores AS-level routing information for each IP prefix it has learned about from its neighbors through inbound UPDATE messages. From its different neighbors, a BGP speaker may learn about more than one AS path for a particular IP prefix; in most implementations of BGP, information learned from different neighbors for a particular IP prefix destination is cached. While the BGP specification does not require a BGP speaker to cache more than one path learned for a particular IP prefix, most BGP implementations do cache paths so that it can use one of the cached paths as the preferred path if the one currently used is no longer available. Caching and impact on route selection in case of a failure are illustrated in detail in Section 3.5.

- **Loc-RIB** is the information base that stores the routes that have been determined locally by its decision process, which is to be used for determining the forwarding table.

The purpose of ROUTE–REFRESH becomes clear when we consider Adj-RIBs-In. Suppose that a BGP speaker, while keeping a cached path, might have changed certain attribute values in its memory compared to what it received from its neighbor, for example, due to a configuration change by the network administrator; thus, to check/verify what values the neighbor originally communicated, the network administrator can take advantage of the ROUTE–REFRESH message to request the neighboring BGP to communicate its data again using the UPDATE message.

It may be noted that each BGP speaker also maintains the following RIB:

- **Adjacent RIBs-Out (Adj-RIBs-Out)** is the information base that stores the routes for advertisement to its neighboring BGP speakers through outbound UPDATE messages.
This RIB is used in route dissemination and will be discussed later in Section 8.7.2. The route selection process at a BGP speaker can be categorized into two phases:

1. **Import policy and filtering phase:** When a BGP speaker receives an UPDATE message from a peering BGP speaker, this phase is activated. Note that such an announcement can be about a new route, a replacement route, or withdrawn routes. An import policy is maintained by the BGP speaker to filter out IP prefixes it does not want to support [260]; for example, it may choose to filter out an IP prefix from nonallowable address space such as a private IP address block or a route that contains a private AS number. Furthermore, for each feasible route learned, the BGP speaker locally assesses a degree of preference. This assessment can be based either on LOCAL–PREF if the announcement is received from an IBGP speaker or any locally preconfigured decision rule. BGP specification leaves any such preconfigured decision rule as a local matter.

2. **Best route determination phase:** This phase determines the best path for each distinct IP prefix of which it is aware based on certain tie-breaking rules described later; the result is then recorded in Loc-RIB. In this process, if the NEXT–HOP attribute is not found to be resolvable for a particular IP prefix, such a route must be dropped during this decision phase.

   Note that the best route phase is started after the completion of the import policy and the filtering phase. The routing decision criteria, which involve tie-breaking rules, are applied to each IP prefix destination or a set of IP prefix destinations as received through the UPDATE message. For clarity, we will present the description below in terms of determining the AS–PATH to a specific IP prefix destination:

   1. If the IP prefix destination is unwanted due to import policy and filtering, discard the route.
   2. Apply the degree of preference with the highest LOCAL–PREF or preconfigured local policy, if applicable.
   3. If there is more than one route to the IP prefix destination, select the route that originated locally at the BGP speaker.
   4. If there is still more than one route to the destination IP prefix, select the one with the smallest number of AS numbers listed in the AS–PATH attribute.
   5. If there is still more than one route to the destination IP prefix, select the one with the lowest ORIGIN attribute. Thus, this selection will follow the order: IGP, then EGP, then Incomplete.
   6. If there is still more than one route to the destination IP prefix, select the route with the lowest MULTI–EXIT–DISCRIMINATOR.
   7. If there is still more than one route to the destination IP prefix, select the route received from EBGP over IBGP.
   8. If there is still more than one route to the destination IP prefix, select the route with minimum interior cost to the NEXT–HOP that is determined based on the metric value.
9. If there is still more than one route to the destination IP prefix, select the route learned from the EBGP neighbor with the lowest BGP identifier.

10. If there is still more than one route to the destination IP prefix, select the route from the IBGP neighbor with the lowest BGP identifier.

Best AS paths to IP prefix destinations that result from the above process are then stored in Loc-RIB, locally by each BGP speaker.

### 8.7.2 Route Aggregation and Dissemination

An important component of the BGP decision process is route dissemination. This phase, which comes after completion of the route selection process, entails route aggregation along with application of export policy.

We first start by discussing route aggregation at a BGP speaker; in fact, a critical ability of BGP 4 is the handling of route aggregation that is made possible due to CIDR. The basic idea is to combine IP address blocks for networks from two or more ASes through supernetting at a downstream AS. In a sense, the newly announced supernetted address block is less specific and it announces the AS number only of the AS where supernetting is done. To do that, two path attributes, ATOMIC–AGGREGATE and AGGREGATOR, have been defined. ATOMIC–AGGREGATE is a well-known discretionary attribute that is attached to a route out of the AS where supernetting is done, and the BGP identifier of speaker where this aggregation is done is indicated through the attribute AGGREGATOR, an optional transitive attribute.

**Example 8.4 Route aggregation.**

Consider Figure 8.10. Here AS64822 announces IP prefix 10.5.160.0/19 to AS64617; AS64617, in turn, announces this one and IP prefix 10.5.224.0/19 that it hosts to AS64701. Note that AS64701 also receives the announcement about 10.5.192.0/19 from AS64816. Furthermore, AS64701 houses 10.5.128.0/19. By inspecting these four IP prefixes, the BGP speaker in AS64701 determines that these can be combined to go from a /19 address block to a /17 address block 10.5.128.0/17.

Thus, AS64701 announces downstream about 10.5.128.0/17 with itself as the AS host, but indicating that ATOMIC–AGGREGATE is set and that the AGGREGATOR, the BGP speaker where this aggregation is done, is identified through the BGP identifier of the router as 192.168.4.18. Clearly, this information is less specific since 10.5.128.0/17 is advertised at the /17 netmask; furthermore, this speaker lists its own AS number due to aggregation, to serve the role of a proxy, instead of listing the AS number of one of the actual originating ASes.

An important advantage of route aggregation is that it reduces the number of routing table entries that need to be maintained in downstream ASes. For the example just considered, the immediate downstream AS needs to maintain a single entry about 10.5.128.0/17 with AS64701 as the home, instead of maintaining four routes identified at the /19 address block along with the appropriate AS number entries. In essence, route aggregation addresses scalability. There are certain exceptions when route aggregation should not be performed: for example, when two routes have a different MED, when routes have different attribute values for one of the attributes, and so on.
Along with route aggregation, a BGP speaker also applies export policy before propagating routes to other BGP speakers. It may be noted that the export policy can contain separate requirements for each neighboring BGP speaker. Thus, the output of this process is not the same for every BGP speaker for which this BGP speaker is connected; thus, a separate Adj-RIB-out is created for each such speaker in order to maintain different rule with different speakers.

8.7.3 Recap

We now summarize the entire BGP decision process. It involves best route selection at a BGP speaker by applying import policy to Adj-RIB-In and by applying routing decision criteria to determine Loc-RIB; in turn, export policies and optionally route aggregation are applied, different for different peers, to determine Adj-RIB-Out separately for each peering BGP speaker. This aspect is depicted in Figure 8.11.

In Table 8.1, we list samples of import and export policies at BGP speaker, AS64701 (Figure 8.10). Thus, when an update is received from BGP peer AS64617, the speaker at AS64701 will store it in Adj-RIB-In; this will be separate from the update received from another BGP peer in AS64816. Now, AS64701 will compute best routes taking into account import policies and the criteria described earlier in Section 8.7.1. The output will be stored in Loc-RIB, which then will be subject to the export policy for AS64999 (not shown in figure) to arrive at different Adj-RIB-Out.

By this time, it should be apparent why routing in BGP is often referred to as policy-based routing. In fact, import and export policies are critical components in the BGP routing decision process, which are not seen in other routing protocols. Note that import and export policies are placed at a BGP speaker by a network administrator due to business relations or peering arrangement, i.e., external factors. Router vendors provide user interfaces to be able to enter policy rules; also, Routing Policy Specification Language (RPSL) (RFC 2622 [8]) is a generic platform to describe policies. Later in Section 9.5, we will delve more into policy-based routing.

8.8 Internal BGP Scalability

Earlier in Section 8.5, we introduced the notion of IBGP. We mentioned that IBGP requires full mesh connectivity among IBGP speakers as a consequence of Rule 2. It is easy to see that this
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FIGURE 8.11 BGP decision process.

TABLE 8.1 Examples of import and export policies at a BGP speaker.

<table>
<thead>
<tr>
<th>Import Policy</th>
<th>Export Policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>– Do not accept default 0.0.0.0/0 from AS64617.</td>
<td>– Do not propagate default route 0.0.0.0/0 except to internal peers.</td>
</tr>
<tr>
<td>– Assign 192.168.1.0/24 coming from AS64617 preference to receiving it from AS64816.</td>
<td>– Do not advertise 192.168.1.0/24 to AS64999.</td>
</tr>
<tr>
<td>– Accept all other IP prefixes.</td>
<td>– Assign 172.22.8.0/24 a MED metric of 10 when sent to AS64999.</td>
</tr>
</tbody>
</table>

raises a scalability problem. If there are \( n \) IBGP speakers, then \( n(n - 1)/2 \) total IBGP sessions would be required with each speaker handling \( n - 1 \) sessions. If \( n \) is small, this is not an issue. However, when \( n \) is large, an IBGP speaker is required to maintain a large number of IBGP sessions. There are two well-known approaches to handle this scalability issue among IBGP speakers: route reflection approach and AS confederation approach. They are described below.

8.8.1 Route Reflection Approach

The concept of route reflector [59], [60], [62] has been developed to address the scalability problem of full-mesh IBGP sessions. The idea is fairly simple: have one or more IBGP speakers act as concentration routers, commonly known as route reflectors. Introduction of route reflectors then creates a hierarchy among the IBGP speakers by clustering a subset of IBGP speakers with each route reflector. IBGP speakers associated with a route reflector in a cluster are referred to as route reflector clients; IBGP speakers that are not clients are referred to as non-clients. Note that a client is not aware that it is talking to a route reflector and assumes that it is as if like a full-mesh configuration. In Figure 8.12, we show IBGP session connectivity under full mesh and when there are one, two, or three route reflectors. For example, in Figure 8.12(c),
there are two clusters: one cluster is RR1 with R2 and R3, and another cluster is RR2 with R1 and R4. While we show here just one route reflector in each cluster, for redundancy, a cluster may have multiple route reflectors. Each cluster is identified by a CLUSTER–ID. If there is only one route reflector in a cluster, then CLUSTER–ID is the BGP identifier of the route reflector; otherwise, a common CLUSTER–ID can be defined for use by multiple route reflectors within a cluster. Note that if there is only one route reflector (see Figure 8.12(b)), then it creates the hub-and-spoke connectivity where the route reflector connects to each route reflector client (see Figure 8.12(b)). In this case, the lone route reflector is still required to maintain \( n - 1 \) sessions with the other IBGP speakers; that is, for this route reflector the processing overhead is no different than if it were under the full-mesh scenario. Thus, often, it is better to deploy two or more route reflectors to form clusters so that each route reflector has a reasonable number of IBGP sessions to handle.
It is important to note that route reflectors must form full mesh among themselves and each client peer with only its route reflector. Full mesh among route reflector is not apparent until there are at least three route reflectors (see Figure 8.12(d)). There are certain rules to follow in regard to announcements:

- If an announcement is received by a route reflector from another route reflector, then reflect/pass it to its clients. Consider Figure 8.12(c); if route reflector RR2 learns from route reflector RR1, it will pass on to route reflector clients R1 and R4.

- If an announcement is received by a route reflector from a route reflector client, then reflect it to another route reflector. Consider Figure 8.12(d); if route reflector RR3 learns from client R1, it will pass on to route reflectors RR1 and RR2.

- If an announcement is received by a route reflector from an EBGP speaker, reflect it to all other route reflectors and its clients. Consider Figure 8.12(d); if route reflector RR1 learns about external IP prefixes from AS64521, it will pass on to route reflectors RR2 and RR3, and route reflector client R2.

From the above discussion, you might realize that Rule 2 discussed earlier in Section 8.5 is relaxed since the route reflectors are now allowed to reflect IP prefixes they have learned from an IBGP speaker to other IBGP speakers. The question then is: can we detect and avoid routing loops? The answer is yes, but the solution requires two additional attributes as described below:

- ORIGINATOR–ID: This attribute identifies a route reflector through its 4-byte router ID; it is given type code 9 and is optional and nontransitive. This attribute is added only by the originating route reflector. That is, when a route reflector learns about an IP prefix from one of its clients, it adds the ORIGINATOR–ID attribute before reflecting to other speakers. Note that a BGP speaker should not create an ORIGINATOR–ID if one is already created by another speaker. If a route reflector receives an announcement about an IP prefix with the ORIGINATOR–ID that matches its router ID, it should ignore this announcement. Consider Figure 8.12(d); if route reflector RR3 learns about an IP prefix from R1 that is advertised by AS64701, it will add the ORIGINATOR–ID attribute with its router ID and announce to route reflectors RR1 and RR2. If somehow RR3 learns about the same IP prefix, it will check the ORIGINATOR–ID attribute and recognize that it is the same value as its router ID; thus, it will not forward to client R1.

- CLUSTER–LIST: This list stores a sequence of 4-byte CLUSTER–ID values to indicate the path of clusters that an advertised IP prefix has visited. The role of CLUSTER–ID is similar to AS number; this is used to identify each cluster uniquely within an AS. Thus, when a route reflector reflects an IP prefix, it is required to prepend the local CLUSTER–ID to the CLUSTER–LIST; thus, CLUSTER–LIST is similar to the function of AS–PATH attribute and is used for detecting and avoiding looping.

With the introduction of ORIGINATOR–ID and CLUSTER–LIST, the BGP route selection process described in Section 8.7.1 requires the following modification:
9’. Use ORIGINATOR–ID as the BGP IDENTIFIER.

9.1 Prefer a route with the shortest CLUSTER–LIST length.

That is, this new step 9’ replaces the previously described step 9 in Section 8.7.1 and step 9.1 is a new step inserted before step 10. Note that CLUSTER–LIST length is assumed to be zero when a route does not include the CLUSTER–LIST attribute. A final comment is that the ORIGINATOR–ID and CLUSTER–LIST are not advertised outside its AS.

### 8.8.2 Confederation Approach

In lieu of the route reflection method, another method known as the AS confederation approach [701], [702] can be used to address IBGP scalability. The basic idea is fairly simple: use a divide-and-conquer approach to break the entire AS into multiple sub-ASes where IBGP full mesh is maintained only within each sub-AS and sub-ASes connected by exterior IBGP sessions. The entire AS is then known as a confederated AS. While the entire confederation has a unique AS number, sub-ASes may have AS numbers obtained and assigned from the public AS number space, or use AS numbers from private AS number space. Consider Figure 8.13 where AS64516 is divided into two sub-ASes, AS65161 and AS65162. Here, IBGP speakers R1, R4, and R5 are fully meshed in sub-AS, AS65161, and IBGP speakers R2, R3, and R6 are fully meshed in sub-AS, AS65162, and the two sub-ASes maintain a BGP session, referred to as exterior IBGP session, between R5 and R6.

For the confederation concept to work within an AS without looping, two segments types, AS–CONFED–SET and AS–CONFED–SEQUENCE, which parallel AS–SET and AS–SEQUENCE, respectively, have been defined as part of the AS–PATH attribute. Then, each sub-AS talks to another sub-AS within the same AS, somewhat similar to the way that two EBGP speakers talk to each other across ASes; however, there are the following additional requirements:

- LOCAL–PREF attribute for a route is allowed to be carried from one sub-AS to another sub-AS. This is required since the LOCAL–PREF value for this route is meant for the entire AS. Consider Figure 8.13; for a route learned from AS64701, BGP speaker R1 might set LOCAL–PREF; this information is to be carried when going from sub-AS AS65161 to sub-AS AS65162. Recall that in regular EBGP, LOCAL–PREF is ignored.

- NEXT–HOP attribute for a route set by the first BGP speaker in the entire AS is allowed to be carried from one sub-AS to another sub-AS. Consider Figure 8.13 again; for a route learned from AS64701, BGP speaker R1 sets the NEXT–HOP attribute; this information is to be carried when going from sub-AS AS65161 to sub-AS AS65162.

- When advertising a route from one sub-AS to the next sub-AS, insert AS–CONFED–SEQUENCE to the AS–PATH attribute along with the AS number of the sub-AS. This then helps detect and prevent looping.

Note that before leaving a confederated AS, any AS–CONFED–SEQUENCE or AS–CONFED–SET information is removed from the AS–PATH attribute and AS numbers of sub-ASes are not advertised outside of the confederation.
Similar to the route reflection approach, the confederation approach requires a slight modification to the BGP route selection process described earlier in Section 8.7.1 as follows:

7’. If there is still more than one route to the IP prefix destination, select the route received from EBGP over confederation EBGP, which in turn over IBGP.

That is, step 7’ replaces step 7 in the standard BGP route selection process.

It is easy to see that the confederations approach requires having an AS number due to the creation of sub-ASes. This had the potential of using many AS numbers if multiple providers choose to use this option. To alleviate the AS number exhaustion problem, a private AS number was introduced so that private AS numbers can be used by a provider to number their sub-ASes for the purpose of confederation.

Deployment of confederation requires a methodical hierarchical approach. If confederations are created in an unorganized manner, it can also create unnecessary message exchanges affecting the performance of the network. For instance, imagine the scenario in which each BGP speaker in an AS is designated as a separate sub-AS and one of them goes down; it can create long convergence problems.

8.9 Route Flap Dampening

In BGP, an UPDATE message is sent from a BGP speaker to its neighboring speaker whenever any change to a route of an IP prefix destination occurs. Furthermore, a speaker that announces such a route to a neighboring BGP speaker is also responsible for reporting any changes, including withdrawal, to the same neighboring BGP speaker subsequently, irrespective of where it has learned from. As you can imagine, it is quite possible for a BGP speaker to announce a new route regarding an IP prefix destination, then almost immediately withdraw it a few seconds later, and then announce it again, and so on. For example, such a situation can occur if there is some problem maintaining the BGP session between two speakers; this is
compounded by the fact that when a BGP session is initialized, full route exchange is typically done between two BGP speakers.

The unpleasant situation regarding announcement and withdrawal of a route to an IP prefix destination from a BGP speaker to its neighboring speaker is that there is a ripple effect since the receiving BGP speaker, unless it is in a stub AS, announces this route to its downstream BGP speaker in another AS, and this one in turn to its downstream BGP speaker, and so on. Frequent changes of routes, commonly known as route flapping, can result in creating a cascading storm of updates through ASes. A consequence is that it causes BGP instability along with computational overhead incurred by the downstream BGP speakers as well as additional bandwidth consumption to report changes. Suppose that a BGP speaker in the core of the Internet handles 196,000 IP prefix destinations; if 1% of them are flapping every couple of minutes, this speaker would have difficulty handling the CPU load.

It is important to recognize that such instability must be addressed at the granularity of an IP prefix destination, not at the level of a BGP neighbor. Note the problem could be at the origin when an IP prefix destination is first injected into the world of ASes, for example, the change in NEXT-HOP attribute; thus, this change will ripple through ASes, while other IP prefixes are not affected at all. Similarly, on a route to an IP prefix destination, there could be a change in the AS path. Thus, for each IP prefix destination, any change due to either AS change or NEXT–HOP change is minimally considered as a change.

To minimize the impact of possible instability caused by UPDATES messages in regard to an IP prefix destination, a route flap dampening principle has been introduced in BGP [720] to determine when next to advertise the announcement or withdrawal about this destination to a BGP peer. A side effect of route flapping is an increase in convergence time. Thus, the main objective of a route dampening approach is to reduce the route update load in such a way that well-behaved and poorly behaved routes are treated with some fairness.

The basic principle is that at each BGP speaker, as it learns about an IP prefix destination that has been announced, a default figure-of-merit penalty metric per IP prefix destination is assigned. Whenever the announcing BGP peer sends a change or withdrawal, i.e., flaps in regard to this IP prefix, the penalty is increased by a fixed amount from its current value. The penalty then decays exponentially to half its value at the end of each half-life. There are two additional conditions: (1) If the penalty crosses a specified upper threshold known as the suppress or cutoff limit, the speaker suppresses the view of this IP prefix and its associated AS path, i.e., it is not announced downstream; (2) the speaker frees this route from the suppressed state when the penalty goes below the reuse limit, or when the time since the last time of announcement exceeds a certain length of time such as four times that of the half-life.

Consider that the route flap occurs at $t_0, t_1, t_2, \ldots$. Then, given half-life quantity $H$, and the penalty amount $P_{inc}$ per flap, the dynamic penalty assessment over time, $t$, can be expressed as follows:

\[
P(t) = \begin{cases} 
0 & t < t_0 \\
P_{inc} & t = t_0 \\
P(t_i) \times e^{-(t-t_i) \log 2 \over H}, & t > t_0,
\end{cases}
\]

\[
P(t_i) = P(t_i) + P_{inc}, \quad i = 1, 2, \ldots
\]
This says that until the first time announcement of an IP prefix destination received at a BGP speaker, there is no penalty. At \( t_0 \) when the first announcement arrives, the assigned penalty is the penalty per flap, \( P_{inc} \). Then the exponential decay starts with this penalty as the starting value; it continues until the next flap at \( t_1 \), when the penalty is increased by the increment \( P_{inc} \), and so on. You might wonder why there is a \( \log 2 \) in the exponential decay expression; this factor balances out the requirement that after passage of half-life since last flap, the penalty should be half its value. To see it, note that half-life since last flap at \( t_i \) means \( t - t_i = H \). Then the main expression reduces to \( P(t_i + H) = P(t_i) e^{-\log 2} \); since \( e^{-\log 2} = \frac{1}{2} \), we thus have \( P(t_i + H) = P(t_i)/2 \).

In Figure 8.14, we show a simulated behavior of dynamic penalty given by Eq. (8.9.1) with half-life \( (H) \) set to 7.5 min and the penalty per flap \( (P_{inc}) \) set to 1000; suppress limit of 2000 and reuse limit of 750 are also marked. Two plots are shown: one where flapping occurs every 2 min for five times and another where flapping occurs every 4 min for three times. Consider the case when it flaps every 2 min. When the first announcement is received at a speaker at 2 min, a penalty of 1000 is assigned and it is accepted and is announced downstream; the next flap at 4 min is also accepted and downstream since the value after adjustment is still below 2000. At the next flap at 6 min, the penalty value now crosses 2000; thus, this update is suppressed and so are the next two flaps. After no further update is received, the penalty decays until it crosses the reuse limit around 27 min, when it is ready to advertise again. For the second plot with flaps every 4 min, the third flap at 12 min is suppressed and is not available for consideration until about 24 min.

From this illustration, we can see that there are two possible side effects of route dampening: (1) a legitimate update on a route to an IP prefix destination that has been received is not considered since this IP prefix is in the suppressed state; and (2) communication in regard to a legitimate change is delayed to a neighboring speaker. Note that a receipt is still possible since the receiving speaker cannot control when it wants to receive from a sending BGP speaker as long as the sending BGP speaker satisfies the MinRouteAdvertisementInterval-Time requirement. A positive benefit of route flap dampening occurs when route aggregation

![Figure 8.14](image-url)  
**Figure 8.14** Route dampening figure-of-merit penalty.
is done at a downstream speaker. The aggregated route is then like a new announcement; any prior knowledge about flap is not carried over and is lost.

We briefly discuss why route dampening was introduced. When the Internet connected different ASes between Internet service providers around the mid-1990s, it was often on low-speed links such as 56 Kbps. Thus, when route flapping occurred, it consumed a significant part of such low-bandwidth links. However, at that time, BGP had no knobs to control excessive BGP-related traffic. Thus, route dampening was introduced as an add-on feature to provide a relief mechanism. In today’s environment, most ASes are connected by high-speed links and, thus, it is not always necessary to invoke route flapping, since the proportion of bandwidth required for BGP update is much less in a high-speed environment. Second, the exact parameter values might need to be different than the ones set by vendors with their BGP release; this requires some amount of fine-tuning to avoid any undesirable behavior.

8.10 BGP Additional Features

There are a variety of extensions proposed to BGP. Here we discuss two well-known features.

8.10.1 Communities

This feature [115] was developed to incorporate a desirable property observed from deployment of BGP. From a deployment perspective, BGP is heavily policy dependent; for example, peering neighboring ASes might have a certain agreement that goes into the BGP decision process. In the Internet, BGP is used by transit ISPs who provide transit services to other ASes. In case some control is needed over distribution of routing information, it is based on either any IP prefix destination allowed or not allowed, or the AS–PATH attribute. The communities attribute was developed to simplify such control. For example, for a certain set of IP prefix destinations, irrespective of their path attribute, a community can be defined so that it is easier to handle/configure this group.

Three well-known communities values have been defined: (1) IP prefixes marked such are not allowed to be advertised outside an AS (“no-export”), (2) IP prefixes marked such are not to be advertised beyond the receiving BGP speaker to other BGP speakers (“no-advertise”), and (3) IP prefixes marked such may be advertised by a receiving BGP speaker, but not outside the current AS confederation (“no-export-subconfd”).

8.10.2 Multiprotocol Extension

Originally, BGP was defined assuming that it will be used only for the IPv4 address family. An important question is how to extend BGP if it were to be used for other address families such as IPv6, especially without changing the version number. For this purpose, the optional parameter field in the OPEN message turned out to be helpful [113], [114]. Using this feature, BGP multiprotocol extension has been developed [63], so that network layer reachability information (NLRI) field can be used for other address families such as IPv6, or IPv4-based virtual private networks (VPNs) [602], and so on. Later, extensions presented in [602] for virtual private networking will be discussed in Section 18.5.1.
8.11 Finite State Machine of a BGP Connection

When a BGP speaker sets up a BGP session with a peer BGP speaker, several different types of messages are communicated during the session starting with the OPEN messages. How to handle different types of messages depends on triggering a number of events and what state to move to depends on the action—which is a stateful mechanism. Thus, a finite state machine is used to describe the relation of a BGP speaker’s state to each of its BGP peers; that is, a speaker needs to maintain a separate finite state machine with each of its BGP peer speakers. The basic states are classified into the following: Idle state, Connect state, Active state, OpenSent state, OpenConfirm state, and Established state. BGP specification [591] documents 28 different types of possible events: 16 of them are mandatory and the rest are optional; they are listed in Table 8.2. In the following, we discuss each state and provide a general overview about state transition. The finite state machine is shown in Figure 8.15; for details, refer to RFC 4271 [591].

**Idle State**

This is the initial state of a BGP speaker. In this state, the BGP speaker is not yet ready to accept a BGP connection. At the occurrence of either a manual start (ME01) or automatic start (OE03) event, the BGP speaker initializes BGP resources, starts the ConnectRetryTimer, starts a TCP connection to its BGP peer speaker, and also listens for any incoming BGP connection. It then moves to the Connect state. However, if this BGP speaker were to take the passive role in the sense of event OE04 or OE05, the initialization is similar to when either ME01 or ME02 occurs, except that it moves to the Active state instead of Connect state. If dampening of peer oscillation is activated, then three additional events, OE06, OE07, and OE13, may occur; in this situation, the local BGP speaker tries to prevent peer oscillations using the dampening principle.

![Finite state machine of a BGP speaker for connection to a peer.](image-url)

**Figure 8.15** Finite state machine of a BGP speaker for connection to a peer.
**TABLE 8.2** BGP events.

<table>
<thead>
<tr>
<th>Event</th>
<th>Status</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>ME01</td>
<td>Mandatory</td>
<td>Local BGP administrator manually starts the BGP connection to a peer BGP speaker</td>
</tr>
<tr>
<td>ME02</td>
<td>Mandatory</td>
<td>Local BGP administrator stops the BGP connection to a peer BGP speaker</td>
</tr>
<tr>
<td>OE03</td>
<td>Optional</td>
<td>Local system automatically starts the BGP connection</td>
</tr>
<tr>
<td>OE04</td>
<td>Optional</td>
<td>A local BGP administrator is to manually start the BGP connection to a peer BGP speaker, but it first listens to an incoming BGP connection before starting the BGP connection</td>
</tr>
<tr>
<td>OE05</td>
<td>Optional</td>
<td>Local system automatically starts the BGP connection, but it first listens to an incoming BGP connection before starting the BGP connection</td>
</tr>
<tr>
<td>OE06</td>
<td>Optional</td>
<td>Local system automatically starts the BGP connection with the damping of oscillation activated</td>
</tr>
<tr>
<td>OE07</td>
<td>Optional</td>
<td>Local system automatically starts the BGP connection with the damping of oscillation activated and also first listens for an incoming BGP connection</td>
</tr>
<tr>
<td>OE08</td>
<td>Optional</td>
<td>Local system automatically stops the BGP connection</td>
</tr>
<tr>
<td>ME09</td>
<td>Mandatory</td>
<td>Indication that the ConnectRetryTimer has just expired</td>
</tr>
<tr>
<td>ME10</td>
<td>Mandatory</td>
<td>Indication that the HoldTimer has just expired</td>
</tr>
<tr>
<td>ME11</td>
<td>Mandatory</td>
<td>Indication that the KeepAliveTimer has just expired</td>
</tr>
<tr>
<td>OE12</td>
<td>Optional</td>
<td>Indication that the DelayOpenTimer has just expired</td>
</tr>
<tr>
<td>OE13</td>
<td>Optional</td>
<td>Indication that the IdleHoldTimer has just expired</td>
</tr>
<tr>
<td>OE14</td>
<td>Optional</td>
<td>Indication that the local system has received a valid TCP connection</td>
</tr>
<tr>
<td>OE15</td>
<td>Optional</td>
<td>Indication that the local system has received a TCP connection for the BGP session with either an invalid source IP address or port number, or an invalid destination IP address or port number</td>
</tr>
<tr>
<td>ME16</td>
<td>Mandatory</td>
<td>Indication that the local system has successfully set up a TCP connection to its remote BGP speaker that it initiated</td>
</tr>
<tr>
<td>ME17</td>
<td>Mandatory</td>
<td>Indication that the local system has confirmed the TCP connection initiated by a remote BGP speaker</td>
</tr>
<tr>
<td>ME18</td>
<td>Mandatory</td>
<td>Indication that the local system has received a notice about failure of a TCP connection to a peer BGP speaker</td>
</tr>
<tr>
<td>ME19</td>
<td>Mandatory</td>
<td>Indication that a valid OPEN message is received from the remote BGP speaker</td>
</tr>
<tr>
<td>OE20</td>
<td>Optional</td>
<td>Indication that a valid OPEN message has been received, but is delaying the sending of an OPEN message due to DelayOpenTimer running</td>
</tr>
<tr>
<td>ME21</td>
<td>Mandatory</td>
<td>Indication that the header of a received BGP message is not valid</td>
</tr>
<tr>
<td>ME22</td>
<td>Mandatory</td>
<td>Indication that there is some error with the OPEN message received</td>
</tr>
<tr>
<td>OE23</td>
<td>Optional</td>
<td>Indication of the detection of a connection collision during processing of an incoming OPEN message and this connection is to be disconnected</td>
</tr>
</tbody>
</table>
**TABLE 8.2** (Continued.)

<table>
<thead>
<tr>
<th>Event</th>
<th>Status</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>ME24</td>
<td>Mandatory</td>
<td>Indication that a version error code has been received with a NOTIFICATION message</td>
</tr>
<tr>
<td>ME25</td>
<td>Mandatory</td>
<td>Indication that an error code other than version error code has been received with a NOTIFICATION message</td>
</tr>
<tr>
<td>ME26</td>
<td>Mandatory</td>
<td>Indication that a KEEPALIVE message has been received</td>
</tr>
<tr>
<td>ME27</td>
<td>Mandatory</td>
<td>Indication that a valid UPDATE message has been received</td>
</tr>
<tr>
<td>ME28</td>
<td>Mandatory</td>
<td>Indication that an invalid UPDATE message has been received</td>
</tr>
</tbody>
</table>

**CONNECT STATE**

In this state, the BGP speaker is now waiting for the TCP connection to be established. Several different actions are possible depending on the triggering of events. If manual stoppage is invoked (event ME02), the connection is dropped, resources are released, and the BGP speaker then moves to the Idle state. If ConnectRetryTimer expires (event ME09), the BGP speaker drops the connection, restarts the ConnectRetryTimer, stops the DelayOpenTimer if this was activated earlier, starts a new TCP connection while listening to a connection initiated by the other side, and remains in the Connect state.

From a receiving point of view, if the TCP connection is valid (event OE14), it is processed and it stays at the Connect state. If the TCP connection is successful (ME16 or ME17), then the DelayOpen value is checked. If it is true, then timers are reset and it remains at the Connect state; however, if DelayOpen is not set, then the local BGP speaker stops the ConnectRetryTimer, completes BGP initialization, sends an OPEN message to the remote BGP speaker, sets the HoldTimer to a large value, and moves to the OpenSent state.

If the TCP connection request is invalid (OE15), it is rejected and stays at the Connect state. However, if it is valid but the connection fails (ME18), the system checks if DelayOpenTimer is running. If so, the timers are reset, and it continues to listen to a connection from its peer, and then moves to the Active state. If DelayOpenTimer is not running, the connection is dropped, BGP resources are released, and it moves to the Idle state.

If there is any error while checking BGP header (ME21) or OPEN message (ME22), all BGP resources are released, and the connection is dropped.

It is possible to receive an OPEN message while the DelayOpenTimer is still running (OE20). If so, an OPEN message is sent in response and a KEEPALIVE message is also generated, and the state is changed to the OpenConfirm state. This also occurs when the autonomous system number on the received OPEN message is checked to determine if the peer is external or internal.

If there is any error while checking BGP header (ME21) or OPEN message (ME22), all BGP resources are released and the connection is dropped.

In response to an OPEN message, it is possible to receive a NOTIFICATION message with a version error (ME24); if so, BGP resources are released, the TCP connection is dropped, and it changes to the Idle state. For the rest of the events, if any of them occurs, the same handling procedure is used.
ACTIVE STATE

The role of this state is to acquire a BGP peer. If manual stoppage occurs (ME02), the connection is dropped and the state is changed to the Idle state. If the ConnectRetryTimer expires, a new TCP connection is initiated and, at the same time, listens to one, then moves its state to the Connect state. If the DelayOpenTimer expires or delayed open is not set, an OPEN message is sent to its BGP peer, and it moves to the OpenSent state. If, however, an OPEN message is received and the delay open timer is running (OE20), an OPEN message is sent and a KEEPALIVE message is sent.

If there is an error detected when checking the BGP message header or OPEN message, the connection is dropped and the state changes to the Idle state. In case of a NOTIFICATION message with version error (ME24), the handling is the same.

OPEN SENT

Normally, the speaker arrives at the OpenSent state from the Active state; in this state, an OPEN message is sent immediately or later depending on the DelayOpenTimer value and at the same time it waits for an OPEN message from its BGP peer. If an OPEN message is received and there is no error in the message (ME19), a KEEPALIVE message is sent, the KeepAliveTimer is activated, and it moves to the OpenConfirm state. In all other events, the connection is dropped while sending a NOTIFICATION message as applicable and the state is changed to the Idle state, except if TCP connection fails (ME18); in this case, the state is changed to the Active state.

Once the optional local DelayOpenTimer expires, the speaker sends the OPEN message and waits to hear an OPEN message from its neighboring BGP speaker. If an OPEN message is received, fields are checked; if errors occurs such as a bad version number or an unacceptable AS number, it sends a NOTIFICATION message and moves to the Idle state.

Note that if the BGP speaker supports the Capabilities option, it can advertise this information when it sends the OPEN message and inquire, for example, if the ROUTE–REFRESH capability is supported by the receiving speaker. If the other end responds using a NOTIFICATION message stating that it does not support the ROUTE–REFRESH capability, a new OPEN message is generated in which the optional capability is turned off.

OPEN CONFIRM STATE

In this state, the speaker waits for either a KEEPALIVE or a NOTIFICATION message, or generates a KEEPALIVE message. An important action here is when the HoldTimer expires; in this case, a NOTIFICATION message is sent and the TCP connection is dropped. If the KeepAliveTimer expires, a KEEPALIVE message is sent and a new KeepAliveTime value is generated, and the state is changed to the Established state.

If a NOTIFICATION or a NOTIFICATION with a version error (ME24) is received, the connection is dropped and the state changes to the Idle state. If an OPEN message is received (ME19), a NOTIFICATION is sent and the connection is closed and moves to the Idle state. Note that at this state, a NOTIFICATION message from its peer BGP speaker is also possible if the peer does not support the ROUTE–REFRESH capability; this situation arises only if it has included ROUTE–REFRESH capability in the optional capability parameter when it sent out its OPEN message.
**Established State**

In the established state, a BGP speaker normally exchanges UPDATE, NOTIFICATION, and KEEPALIVE messages with a peering BGP speaker. If a stoppage event occurs (ME02, OE08), a NOTIFICATION is sent, the connection is closed, and it moves to the Idle state.

If HoldTimer expires (ME10), a NOTIFICATION is sent, the TCP connection is dropped, peer oscillation damping is performed, and the system changes to the Idle state. If the KeepAliveTimer expires, a KEEPALIVE message is sent and a new KeepAliveTime value is generated, and the state is changed to the Established state. Note that each time a KEEPALIVE or UPDATE is received, the KeepAliveTimer is re-initialized with a new value.

### 8.12 Protocol Message Format

In this section, we provide detailed information about BGP message formats.

#### 8.12.1 Common Header

BGP4 has a common header of 19 bytes that consists of 16 bytes of marker, followed by 2 bytes of length field, and 1 byte of type field (see Figure 8.16). The intent of the marker field is to do synchronization, although it can also be used for the security option. For example, this field contains all 1s when used for synchronization, especially when no security options are used. The length of the entire BGP message, including header, is indicated through the length field in byte count; although this field is 2 bytes long, any BGP message cannot be longer than 4096 bytes.

#### 8.12.2 Message Type: OPEN

The message type, OPEN, follows the common header where the type field in the header indicates that this is a message type with value 1 (Figure 8.17). The OPEN message is sent at the start of a BGP session between two peering BGP speakers. The OPEN message has a required field of 10 bytes followed by an optional parameter field; thus, including the common header, the OPEN message is at least 29 bytes long. The main fields are as follows:

- **Version** (1 byte): This field indicates the BGP protocol version, currently set to version 4.
- **Autonomous System Number** (2 bytes): This field is used to declare the AS number to which the sending BGP speaker belongs.

![Figure 8.16 BGP4 common header.](image-url)
• **Hold Time** (2 bytes): The maximum time (in seconds) before a BGP speaker assumes that its peering BGP speaker is down, the time before the virtual link is assumed down. Since this value is advertised as part of the OPEN message by each side, the smaller of the two values is agreed upon as the HoldTime for the rest of this BGP session. Hold Time must be either zero or at least 3 sec, while the recommended value is 90 sec. The value zero is meant to indicate that the BGP session is never to go down.

• **BGP Identifier** (4 bytes): This is an identifier for the sending BGP speaker, serving as this router’s ID. Usually, it is set to the highest value of all the sending BGP speaker’s interfaces.

• **Optional Parameter Length** (1 byte): The parameter length is used to indicate optional parameters. When this field is set to zero, no optional parameter follows.

• **Optional Parameters**: The optional parameter is expressed using the type-length-value (TLV) format. Optional Parameter Type 1 (Authentication Information), originally defined in RFC 1771, has now been deprecated in RFC 4271. If the parameter type is 2, then ca-
pabilities such as the following have been defined so far: 1 for Multiprotocol Extension, which allows for addresses to be other than IP addresses, 2 for indicating route refresh capability, 4 for Multiple route to a destination capability, 64 for Graceful restart, 65 for Support for 4-byte AS number capability, and so on; the updated list is maintained at [314].

8.12.3 Message Type: UPDATE

Once a BGP session is established, the UPDATE message is sent to withdraw or announce IP prefixes with their route information, as and when needed (Figure 8.18). The message type
value in the common header is set to 2 to indicate that this is an UPDATE message. This message type has three subparts: withdrawal route part, path attribute part, and network layer reachability information part. An UPDATE message may have content for any or all of these subparts. The minimum size of an UPDATE message is 23 bytes consisting of 19 bytes of the common header, 2 bytes for Withdrawn Routes Length, and 2 bytes for Total Path Attribute Length.

An UPDATE message can contain just one IP prefix destination as advertisement along with its path attributes, the exception being that it can include a set of IP prefix destinations if they share the same path attributes. An update message can list multiple IP prefix destinations that are to be withdrawn; however, both withdrawal and advertisement may be combined in a single UPDATE message.

- **Withdrawn Routes Length (2 bytes):** This field indicates the total length of the Withdrawn Routes field in bytes. When this field is set to zero, it means that there is no announcement about withdrawal of routes in this particular UPDATE message.

- **Withdrawn Routes (variable):** This field is not present when Withdrawn Routes Length is zero. Otherwise, this field has the format \( \langle \text{prefix length, IP prefix} \rangle \). Here, the prefix length is always 1 byte long and indicates the length in bits of the IP prefix address of a routable network address while the IP prefix field is of variable length, which is required to carry the IP prefix with the additional requirement that it must fit into a byte boundary; to do so, trailing bits are added. For example, if the IP prefix to be withdrawn is 134.193.0.0/16, the length field will have the value 16, followed by the IP prefix taking 16 bits, which represents 134.193, i.e., 1000 0110 1100 0001 (in bits). However, if a BGP speaker *were* to withdraw prefix 134.193.128.0/17, the length field would have the value 17, followed by the IP prefix 134.193.128, taking 24-bit space instead of 17-bit space, i.e., 1000 0110 1100 0001 1000 0000 (in bits), to align with the byte boundary; note that only the first 17 bits are important and the trailing bits beyond 17 bits would be ignored when reading this field at the receiving BGP speaker. The \( \langle \text{prefix length, IP prefix} \rangle \) pattern is repeated for all routes withdrawn in an OPEN message while the total length in bytes (*not* in number of routes) is indicated through the Withdraw Routes Length.

- **Path Attribute Length (2 bytes):** This field indicates the total length of the Path Attributes field in bytes. If this value is zero, this UPDATE message does not include the Path Attribute and the NLRI field.

- **Path Attributes (variable):** The format for this field is described later in Section 8.12.7. Earlier in Section 8.6, we described the role played by different attributes.

- **Network Layer Reachability Information (variable):** This field contains one or more IP prefix destinations. Each IP prefix is encoded in the format of \( \langle \text{prefix length, prefix} \rangle \) where prefix length is 1 byte which indicates the length of the IP prefix in number of bits, and the prefix is of variable length, which is derived from the number of bits in the length rounded up to the byte boundary. The encoding is similar to the illustration shown above in Withdrawn routes. There is no length field for NLRI; this is determined from the total length of the UPDATE message by subtracting the length for Withdrawn Routes and the length for Total Path Attributes.
8.12.4 Message Type: NOTIFICATION

The role of the NOTIFICATION message is to indicate if an error has occurred. The message type value in the common header is set to 3 to indicate that this is a NOTIFICATION message. The message format for NOTIFICATION has three parts: Error Code (1 byte), Error Subcode (1 byte), and Data (variable), as shown in Figure 8.19. Error codes have been categorized into six parts, where the first three categories have their own subcodes. The error codes/subcodes are summarized in Table 8.3. The Data field is typically used to provide additional information about an error; for example, the Data field includes the erroneous Length field value if the error code is 1 and the error subcode is 2. It may be noted that if there is an error in the NOTIFICATION message itself sent by a BGP speaker, the receiver speaker is not allowed to respond with another NOTIFICATION message.

8.12.5 Message Type: KEEPALIVE

The role of the KEEPALIVE message is to indicate that the BGP session is active. To ensure that the HoldTimer does not expire, a KEEPALIVE message is sent that is approximately one-third the HoldTime value as long as it is not sent more than once per second. If, however, the HoldTime is agreed to be zero, which is to mean that the BGP session is to remain alive, then KEEPALIVE messages are not generated. A KEEPALIVE message does not have any data on its own; the common message header is sent with the message type value set to 4.

8.12.6 Message Type: ROUTE–REFRESH

The ROUTE–REFRESH message is an optional BGP message that is generated only if this capability is negotiated through the exchange of initial OPEN messages. Operationally, on receiving a ROUTE–REFRESH message from a peer, a BGP speaker would need to send the content of Adj-RIB-Out for this peer using an UPDATE message. The message type value
## Table 8.3  Error Codes/Subcodes with BGP NOTIFICATION message.

<table>
<thead>
<tr>
<th>Code</th>
<th>Subcode</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>Error detected in the BGP message header</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Marker field is not synchronized with all 1s</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Message Length is not valid. This can happen if (1) the message length is smaller than 19 bytes or larger than 4096 bytes, (2) the Length field of the OPEN (UPDATE/KEEPALIVE/NOTIFICATION) message does not meet the minimum length of an OPEN (UPDATE/KEEPALIVE/NOTIFICATION) message</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>The Message Type is not recognized</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>Error in the OPEN message content as specified through subcodes</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Version number is not supported</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>AS number of the peer is not acceptable</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>The BGP Identifier is not a valid unicast IP address</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>The Optional Parameter is not supported. However, if the Optional Parameter is recognized, but is malformed, then the Subcode is set to 0</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Deprecated</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>Unacceptable Hold Time; this occurs if the value is announced to be either 1 or 2 sec</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>Capability not supported (in response to Capabilities advertisements discussed in [113])</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>Error in the UPDATE Message</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Attribute List is nonconforming</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Well-known Attribute is not recognized</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>A mandatory Well-known Attribute is missing</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Error with Attribute Flags</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Error with Attribute Length</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>The value in ORIGIN Attribute is not valid</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>Deprecated</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>NEXT–HOP Attribute value is not valid</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>Error in Optional Attribute</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>The content in the NLRI field is not correct</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AS–PATH is malformed</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>To indicate expiration of Hold Timer</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>Error in Finite State Machine for the BGP connection</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>This allows a BGP connection to close a session normally</td>
</tr>
</tbody>
</table>

In the common header is set to 5 to indicate that this is a ROUTE–REFRESH message. The message format for ROUTE–REFRESH has three parts: Address Family Identifier (2 bytes), Reserved (1 byte), and Subsequent Address Family Identifier, as shown in Figure 8.20. The information about address family identifier (AFI) is included since BGP is now extended with multiprotocol capability [63]; thus, an address family can be properly identified. Note that the AFI for the IPv4 address is 1; the list of AFIs is regularly updated and is maintained at [313].
8.12.7 Path Attribute in UPDATE message

Path Attribute appears in a BGP UPDATE message if an announcement or a change in regard to an IP prefix destination or a set of IP prefix destinations is advertised. If the Path Attribute Length field contains a nonzero value, a variable length Path Attributes field follows that has the TLV format: ⟨attribute type, attribute length, attribute value⟩. The attribute type is 2 bytes long and has two subparts: attribute flags (1 byte), and attribute type code (1 byte). Attribute flags consists of four higher-order bits: O, Optional (0 for well-known or 1 for optional); T, Transitive (0 for nontransitive or 1 for transitive); P, Partial (0 for complete or 1 for partial); and E, Extended (0 for one byte 1 for two bytes); the lower 4 bits must be zero, denoted by MBZ in Figure 8.21. W-bit indicates whether the attribute is well-known and is supported by the receiving BGP speaker, or the attribute is optional and may not be supported by the receiving BGP speaker. If E is set to 0, then the attribute length is 1 byte long; if E is set to 1, then the attribute length is 2 bytes long.

The path attributes that are significant have already been discussed in Section 8.12.7 and the ones related to the route reflector option have been discussed in Section 8.8.1. Note that for a confederation approach in IBGP, only the AS-PATH attribute is extended with new types. The communities attribute, discussed in Section 8.10.1, is optional transitive and is assigned a type value of 8. Each community identifier is 4 bytes consisting of two parts: 2 bytes for AS number, and 2 bytes for indicating communities such as the three described in Section 8.10.1.
TABLE 8.4 BGP Path Attributes.

<table>
<thead>
<tr>
<th>Type Code</th>
<th>Type Name</th>
<th>OT-bits</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ORIGIN</td>
<td>01</td>
<td>Well-known mandatory; indicates IGP (0), EGP (1), or INCOMPLETE (3); see RFC 4271 [591]</td>
</tr>
<tr>
<td>3</td>
<td>NEXT–HOP</td>
<td>01</td>
<td>Well-known mandatory; includes 4-byte IP address; see RFC 4271 [591]</td>
</tr>
<tr>
<td>4</td>
<td>MED</td>
<td>10</td>
<td>Optional nontransitive; 4-byte MED identifier; see RFC 4271 [591]</td>
</tr>
<tr>
<td>5</td>
<td>LOCAL–PREF</td>
<td>01</td>
<td>Well-known discretionary; 4-byte LOCAL–PREF identifier; see RFC 4271 [591]</td>
</tr>
<tr>
<td>6</td>
<td>ATOMIC–AGGREGATE</td>
<td>01</td>
<td>Well-known discretionary; indicated when aggregation is done at BGP speakers; see RFC 4271 [591]</td>
</tr>
<tr>
<td>7</td>
<td>AGGREGATOR</td>
<td>11</td>
<td>Optional transitive; AS number and the IP address of the BGP speaker aggregator; see RFC 4271 [591]</td>
</tr>
<tr>
<td>8</td>
<td>COMMUNITIES</td>
<td>11</td>
<td>Optional transitive; 4-byte community identifier; see RFC 1997 [115]</td>
</tr>
<tr>
<td>9</td>
<td>ORIGINATOR–ID</td>
<td>10</td>
<td>Optional nontransitive used for route reflector; 4-byte ID of originator; see RFC 4456 [62]</td>
</tr>
<tr>
<td>10</td>
<td>CLUSTER–LIST</td>
<td>10</td>
<td>Optional nontransitive used for route reflector; variable length; see RFC 4456 [62]</td>
</tr>
<tr>
<td>16</td>
<td>Extended Communities</td>
<td>11</td>
<td>Optional transitive; see RFC 4360 [621]</td>
</tr>
</tbody>
</table>

The Extended Communities Attribute [621] extends Communities Attribute by allowing an extended range for covering a large number of different usages. The updated list of BGP parameters such as Path Attribute types is maintained at [315].

8.13 Summary

BGP is like a glue that helps connect the Internet together. It is an interdomain routing protocol that is used between two autonomous systems; it is also used in internal BGP mode when an autonomous system has multiple BGP speakers talking to the outside of this autonomous system. Between two BGP speakers, a TCP-based BGP session is set up. Using UPDATE message type, at first complete BGP routes are exchanged; after that, only incremental changes such as a new announcement, withdrawal, or change in path attributes, are exchanged.

BGP is a path vector protocol where granularity of information is at an IP prefix level, served by autonomous systems. Each IP prefix is attached with its home AS number, which is disseminated from one autonomous system to another by prepending path attributes; an
exception is when route aggregation is done through supernetting when a set of IP prefixes can be combined and the aggregated information is forwarded downstream where the point of aggregation serves as the “care of” home for the supernetted address block.

BGP is used in two ways: external BGP and internal BGP. While the basic protocol messaging is the same, there are certain restrictions/rules imposed on IBGP. For a large-scale IBGP scenario, approaches such as route reflectors or confederations may be used.

Announcement and withdrawal of an IP prefix can lead to route flapping; to minimize/avoid this flap, a route flap dampening approach can be used.

Finally, the finite state machine of a BGP speaker to a peer speaker is quite elaborate. Any state transition is triggered through a well-defined set of events.

### Further Lookup

The initial version of BGP was described in RFC 1105 [428]. BGP4, the current version of BGP, was first described in RFC 1771 [590] and has been recently updated in RFC 4271 [591]; this RFC includes a summary on changes compared to earlier versions of BGP. The fifth message type, ROUTE–REFRESH, is described in RFC 2918 [129], which uses Capabilities advertisements described in [114], which makes [113] obsolete.

The concept of route reflection for internal BGP was first described in RFC 1966 [59], which was subsequently updated in RFC 2796 [60], and further updated in RFC 4456 [60]. A formal confederation approach was first proposed in RFC 975 [490] for circumventing certain restrictions of the Exterior Gateway Protocol; we will describe EGP briefly in Section 9.1. The confederation concept for internal BGP was presented in RFC 1965 [701], which has been updated in RFC 3065 [702].

Currently, the AS number field is 2 bytes long. In anticipation of running out of AS numbers, a 4-byte AS number is being currently proposed. As of this writing, this proposal remains as an Internet draft.

There are several books that treat BGP extensively [188], [282], [301], [546], [571], [669], [709], [738], [764]. BGP routing table analysis reports are available at [303]. There are many resources on the Internet about BGP; see excellent central resource sites such as [170] and [704].

Like any protocol, BGP has vulnerabilities; see [513] for a discussion.

### Exercises

8.1 Review questions:

(a) What are the different BGP timers?

(b) What are the different states in the BGP finite state machine?

(c) What are the different BGP message types?

8.2 How is looping avoided in BGP?

8.3 What would happen if an IBGP speaker does advertise IP prefixes it has learned from an IBGP speaker to another IBGP speaker?
8.4 Suppose an autonomous system is set up with a single route reflector. What would be the consequence if the route reflector fails?

8.5 Analyze the route flap dampening concept by trying out different penalty values and flap time intervals.

8.6 How is the route reflector approach different from the confederation approach? Explain.
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Internet Routing Architectures

Architecture is the will of an epoch translated into space.

Ludwig Mies van der Rohe

Reading Guideline
This chapter may be read without much dependence on other chapters. However, knowledge of routing protocols such as BGP (refer to Chapter 8) and OSPF/IS-IS (refer to Chapter 6) helps facilitate better understanding of the content presented in this chapter.
Internet routing depends heavily on the Border Gateway Protocol (BGP) for inter-AS relations. At the same time, because of business relations among Internet service providers, Internet routing architectures have evolved to include public and private peering among providers and transit issues. In addition, the growth of IP address space allocation and AS number allocation constitutes additional factors to be understood in the context of Internet routing architectures. In this chapter, we discuss these aspects in details.

9.1 Internet Routing Evolution

We first briefly discuss the evolution of Internet architecture from a historical perspective. Note that we focus on Internet routing rather than the Internet as a whole; for an excellent summary on Internet history, refer to [403].

Until the early 1980s, the ARPANET served the role of interconnecting various sites with a rigid two-level hierarchy where the ARPANET nodes were at the top level. In 1983, ARPANET was split, resulting in two networks: ARPANET and MILNET (see Figure 9.1); this was the birth of the two separate networks talking to each other in case one host in one network wants to communicate with another host in the other network, and vice versa. This also resulted in the need to have a mechanism by which separate networks could talk to each other. Here “separate networks” means that they are run by different entities.

![Figure 9.1](image-url)  
**Figure 9.1** ARPANET and MILNET, circa 1983 (courtesy [488]).
Exterior Gateway Protocol (EGP), developed in 1982–1984 (refer to RFC 827 [600], RFC 888 [623], RFC 904 [489]) describes how separate networks that are autonomous can talk to each other. Along with EGP, the term autonomous system (AS) and the notion of a 16-bit autonomous system number (ASN) were introduced in [600]. Briefly, EGP defined a two-level strict hierarchy view with the top level labeled as the core backbone and the bottom level being the level at which the different networks, defined through ASes, were connected. NSFNET deployed first in 1984 relied on EGP. The architecture of and experience with NSFNET and EGP have been documented in [94], [587].

It is important to note that in EGP, nonbackbone ASes were not allowed to be directly connected; this is a direct consequence of the strict two-level hierarchy imposed by EGP. Another consequence was that the structure allowed only a single provider at the top level, i.e., the NSFNET. Furthermore, unlike BGP, EGP messages were sent directly over IP without invoking any reliable transport protocol. Thus, if the exchange of information required a large message to be generated, this needed to be handled by fragmentation and reassembly at the application layer of the TCP/IP protocol stack.

In essence, while EGP provided a much needed transitional platform to go from the ARPANET to the NSFNET, it had several restrictions not desirable for longer term growth. For example, EGP did not allow ASes to be directly connected. Thus, a network that is located in an AS would need to go through the top level, i.e., the NSFNET, to reach another network in another AS. However, NSFNET faced the situation that certain networks that belonged to different ASes had backdoor connectivity. Thus, EGP’s strict requirement could not be directly applied or enforced in the NSFNET. It may be noted that to circumvent the limitation of EGP, a formal confederation approach was suggested in RFC 975 [490]. An important lesson learned from NSFNET in regard to the routing architecture is that no single entity would be managing the global Internet. Each system that is a component of the global Internet will have its own routing paradigm that can be driven by economics and other factors; each such system would have its own interest to connect to other systems directly, instead of using a global core such as the one suggested by EGP. As a corollary, global consensus from the deployment point of view is hard to arrive at while mutual bilateral agreement is possible. Since ASes use a common prefix address space (i.e., IPv4 address space), and an AS cannot control what an upstream AS announces, it became necessary to take a policy-driven approach; for example, how routing is done to handle packets from certain networks based on import policy of an AS. It is to be noted that some rudimentary policy-based routing was done so that certain rule checking can be invoked in the NSFNET as noted in RFC 1092 [587] in order to handle import and export policies.

EGP and, particularly, NSFNET experiences led to the recognition that any future routing architecture must be able to handle policy-based routing (see RFC 1102 [144], RFC 1104 [93], RFC 1124 [402]), and any newly developed exterior gateway protocol must have the ability to handle policy decisions. That is, experience and realization served as the impetus to the development of BGP, which was first introduced in 1989 through RFC 1105 [428]. To summarize, BGP tried to address the following issues: (1) avoiding a strict two-level hierarchy like EGP, (2) allowing multiple levels such that any AS has the option to connect to another AS, (3) using TCP for reliable delivery of BGP data, and (4) making policy-based routing possible.
By 1991, BGP was expanded to BGP, version 3 (see RFC 1267 [429]). At about the same time, it was recognized the implicit address block classification of an IP address under Class A, Class B, and especially Class C, i.e., classful addressing, would cause a significant growth in the routing table entries at core backbone routers; thus, some mechanisms to avoid/minimize assigning address block straight at Class C were needed. This has led to consider address aggregation through supernetting [240], which subsequently led to the development of classless interdomain routing (CIDR).

While BGP, version 4 (BGP4) has resulted in several improvements over BGP, version 3, it is clear that use of CIDR was one of the most significant changes that required communicating netmask information to be advertised along with an IP address block during a BGP announcement; that is, the addressing structure played a critical role in routing. Before we further discuss Internet routing architecture, we present a brief background discussion on IP addressing and routing.

Finally, it is worth noting that the notion of dividing a network into hierarchical structure of intradomain and interdomain and allowing each intradomain to define its own routing can be traced backed to the OSI routing model developed in the 1980s; see [567] for further details.

9.2 Addressing and Routing: Illustrations

Routing in the Internet is fundamentally impacted by IP addressing. A unique feature of the Internet is that the end hosts and routers alike share from the same addressing family, and this has a profound impact on routing. The address family is known as the IPv4 address family, and its recent version is known as IPv6. We will focus our discussion here specifically on IPv4 addressing.

The IPv4 address family is a 32-bit address that is typically written in dotted decimal format, A.B.C.D, where each part represents the decimal value for 8 bits. Routing benefits form an important requirement in regard to address space allocation; that is, the address space is compacted through subnet masking, and addresses are assigned in contiguous blocks for a specific network. For example, contiguous addresses 192.168.1.0 to 192.168.1.255 would be assigned to a network (or subnet); similarly, contiguous addresses 192.168.2.0 to 192.168.2.255 would be assigned to another network, and so on. To reiterate, address block contiguity to define a network is a fundamental requirement in IP that impacts routing. For example, because of this contiguity, a routing table at a router needs only one entry for an address block such as 192.168.1.0 to 192.168.1.255, instead of 256 separate address entries for each of these IP addresses from this range. If each router were required to keep an entry for all $2^{32}$ IP addresses, this would simply not scale! There is, however, an important trade-off, due to contiguous address blocks—not all addresses can be assigned to end hosts. For example, if we consider the address block from 192.168.1.0 to 192.168.1.255 to identify a subnet, then two addresses at the extreme ends are reserved to identify the network and for the broadcast purpose, respectively; specifically, the “0” address, i.e., 192.168.1.0, will be reserved to identify the subnet and and the “255” address, i.e., 192.168.1.255, will be reserved as the broadcast address.

We, however, need a simple mechanism to define contiguous address blocks that may fall at a different bit boundary level. Originally, IPv4 unicast addressing was allocated through implicit bit boundaries for network block addresses at an 8-bit, 16-bit, and 24-bit boundary,
known as Class A, Class B, Class C addresses, respectively. The difficulty with implicit boundary, at least for routing purpose, is that at the 24-bit level boundary, the number of address blocks is too huge to handle if all were advertised! This is mainly because of another important imposition on IPv4 addressing; that is, a network address block follows a simple flat addressing principle. This means that if we want to route a packet from network 134.193.0.0 to network 134.194.0.0, we cannot count on the most significant 8 bits, i.e., 134, as some hierarchical indicator to make a local/hierarchical routing decision; instead, we need to keep both entries 134.193.0.0 and 134.194.0.0—this is known as flat addressing. Similarly, if all 24-bit network address blocks are to be considered, then we need $2^{24}$ entries for a routing decision due to flat addressing. Instead of the implicit network boundaries at an 8-bit, 16-bit, and 24-bit level, the explicit network boundaries through network masking, referred to as classless inter-domain routing (CIDR), were found to be more flexible in reducing the need to assign IP address blocks for networks at a 24-bit boundary or the other implicit boundaries at 8-bit and 16-bit level.

The basic idea behind CIDR is that along with the address of a specific host, an explicit net masking is also applied that defines the network where this host resides. For example, if the host that we want to reach is 192.168.40.49, and if the address block is netmasked at the 21-bit boundary level, all a router needs to know is that 192.168.40.49 is identified as being on a network defined on the 21-bit boundary. Typically, this is indicated through the CIDR notation 192.168.40.0/21 where /21 indicates the network address block netmask. How do we arrive at 192.168.40.0/21 from 192.168.40.49? It is easy to understand when we look at the bit level information. Note that /21 means that the first 21 most significant bits in a 32-bit address are 1s and the rest are 0s, i.e., 11111111 11111111 11111000 00000000; this 32-bit netmask can also be written in the dotted decimal IP address format as 255.255.248.0. That is, a netmask written in CIDR notation /21 and its IP address notation, 255.255.248.0, are interchangeable. As a convention, the CIDR netmask is used in identifying IP prefix-level networks, while the format such as 255.255.248.0 is used in a subnet mask on a computer when comparisons are required for packet forwarding in a subnet.

When we consider 192.168.40.49 with /21 in the CIDR notation, we can perform a bitwise “AND” operation as shown below:

\[
\begin{align*}
11000000 & \quad 10101000 & \quad 00101000 & \quad 00110001 & \quad \rightarrow & \quad 192.168.40.49 \\
& \quad 11111111 & \quad 11111111 & \quad 11110000 & \quad 00000000 & \quad \rightarrow & \quad \text{netmask (21)} \\
11000000 & \quad 10101000 & \quad 00101000 & \quad 00000000 & \quad \rightarrow & \quad 192.168.40.0
\end{align*}
\]

That is, the bitwise AND operations result in obtaining the net address 192.168.40.0, which is tied with /21 so that the network boundary is understood.

Thus, when a host in another network that has the IP address, say, 10.6.17.14 wants to send a packet to, say, 192.168.40.76, it needs to send to network 192.168.40.0/21, hoping that once it reaches this destination network, i.e., 192.168.40.0/21, it knows how to handle the delivery to the final host. This is analogous to the postal system; it is similar to sending a letter that needs to reach a postal code, and hoping that once it reaches that postal code, it can be delivered to the actual house address.

A question is how does the originating host know how to get the packet out of its own network so that it can then traverse the global Internet toward its destination. Second, is it different and/or where is it different if the packet had a destination that happens to be in the
same network, for example, if 192.168.40.49 were to send a packet to 192.168.40.76, or beyond that. We will consider routing a packet under three different scenarios.

9.2.1 Routing Packet: Scenario A

The first scenario we consider is a subnet defined by an IP address block through a standard subnet masking. That is, consider sending a packet from a host with IP address 192.168.40.49 (“49ers”) to another host with IP address 192.168.40.76 (“76ers”). The first requirement is that each host along with its IP address must have a subnet mask associated with it. In this example, we assume the subnet mask for this subnet is 255.255.255.0 which is indicated in the configuration profile of these two hosts. The sending host first determines its own subnet by comparing the subnet mask and the IP address of the destination (192.168.40.76) with its stored subnet mask 255.255.255.0 through the bitwise AND operation as shown below:

```
AND   11000000 10101000 00101000 00110001 → 192.168.40.49 (“49ers”)
11111111 11111111 11111111 00000000 → subnet mask (255.255.255.0)
11000000 10101000 00101000 00000000 → 192.168.40.0 (/24)
```

```
AND   11000000 10101000 00101000 01001100 → 192.168.40.76 (“76ers”)
11111111 11111111 11111111 00000000 → subnet mask (255.255.255.0)
11000000 10101000 00101000 00000000 → 192.168.40.0 (/24)
```

Thus, Host “49ers” realizes that the destination host, Host “76ers,” belongs to the same subnet. Assume that subnet 192.168.40.0 is served by an Ethernet LAN (see Figure 9.2). Thus, to send a packet, the host with address 192.168.40.49 is required to rely on the Ethernet interface for packet delivery; for that, a protocol called the Address Resolution Protocol (ARP), which does the function of mapping the IP address to the Ethernet address, is first invoked. Through this process, Host “49ers” finds the Ethernet address of the destination IP address 192.168.40.76. Once the Ethernet address of the destination is determined, the packet is sent as an Ethernet frame with the destination address set to this Ethernet address. In a sense, we can say that in the same Ethernet LAN, “routing” a packet does not really involve routing.

![Figure 9.2](image_url) Host “49ers” (192.168.40.49) and Host “76ers” (192.168.40.76) on an Ethernet subnet with mask 255.255.255.0.
9.2 Routing Packet: Scenario B

The second scenario is where communication is not limited to the same subnet, but it is in the same network in the sense that it is provided by the same provider, such as a campus or an enterprise network. We identify this network as 192.168.40.0/21, which covers the address range 192.168.40.0–192.168.47.255. We assume that it consists of Ethernet segments where subnets are allocated and that all Ethernet-based subnets use subnet mask 255.255.255.0. Serial links are used between three of the four routers where subnet mask 255.255.255.252 is used. The topology of network 192.168.40.0/21 with all its subnets is shown in Figure 9.3. We assume that this intradomain network uses the OSPF protocol among its routers. For illustration, consider sending a packet again from Host “49ers,” with IP address 192.168.40.49 and subnet mask 255.255.255.0, to a third host with IP address 192.168.41.22 (“catch22”). Note that Host “49ers” does not know about the subnet mask of Host “catch22.” Based on its own subnet mask, Host “49ers” compares and determines that Host “catch22” is on a different subnet, 192.168.41.0, as shown below:

<table>
<thead>
<tr>
<th>AND</th>
<th>→</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>11000000 10101000 00101000 00110001</td>
<td>→ 192.168.40.49 (“49ers”)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11111111 11111111 11111111 00000000</td>
<td>→ subnet mask (255.255.255.0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11000000 10101000 00101000 00000000</td>
<td>→ 192.168.40.0 (24)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AND</td>
<td>→</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11000000 10101000 00101001 00010110</td>
<td>→ 192.168.41.22 (“catch22”)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11111111 11111111 11111111 00000000</td>
<td>→ subnet mask (255.255.255.0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11000000 10101000 00101001 00000000</td>
<td>→ 192.168.41.0 (24)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### FIGURE 9.4 Routing tables (with interfaces) at routers in Network 192.168.40.0/21 (see Figure 9.3).

Now Host “49ers” has a decision to make since it realizes that Host “catch22” is not on the same subnet. To make this decision, Host “49ers” must be equipped with a mechanism for handling such packet arrival; this mechanism is provided through a default gateway address. This means that if a packet’s destination is not on the same subnet, the default gateway will be the agent that will be the recipient of this packet, which, in turn, hopefully knows how to handle it. The knowledge of this default gateway is known to the sending host either by static configuration or through the Dynamic Host Configuration Protocol (DHCP). In general, the following must hold for a host to communicate on the Internet:

Either through static configuration or through DHCP, a host must have three key pieces of information: its host IP address, the subnet mask, and the default gateway. Note that the default gateway is not needed for scenario A; however, since a host must reside in an interconnected environment where it will invariably want to send a packet to a destination such as an email server or a web server that is outside its subnet, the default gateway information becomes a necessity. For a host to use Internet services, it is also required to have information about the IP address of at least a DNS server so that this server can be queried to find the actual IP address of a specific domain name. Thus, a host typically requires four pieces of information: its host IP address, the subnet mask, the default gateway, and a DNS server’s IP address.

Now going back to our example, the IP address of the default gateway must fall on the same subnet as the host. Here, the default gateway for Host “49ers” is assigned the address 192.168.40.254, and this happens to be an interface to a router that has an interface to subnet

<table>
<thead>
<tr>
<th>R1:</th>
<th>Net Mask</th>
<th>NextHop</th>
<th>Interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>192.168.40.0 255.255.255.0</td>
<td>direct</td>
<td>en0</td>
<td></td>
</tr>
<tr>
<td>192.168.41.0 255.255.255.0</td>
<td>direct</td>
<td>en1</td>
<td></td>
</tr>
<tr>
<td>192.168.42.0 255.255.255.0</td>
<td>192.168.47.249</td>
<td>sl2</td>
<td></td>
</tr>
<tr>
<td>192.168.43.0 255.255.255.0</td>
<td>192.168.47.242</td>
<td>sl1</td>
<td></td>
</tr>
<tr>
<td>192.168.44.0 255.255.255.0</td>
<td>192.168.47.242</td>
<td>sl1</td>
<td></td>
</tr>
<tr>
<td>192.168.45.0 255.255.255.0</td>
<td>192.168.47.242</td>
<td>sl1</td>
<td></td>
</tr>
<tr>
<td>192.168.47.240 255.255.255.252</td>
<td>direct</td>
<td>sl1</td>
<td></td>
</tr>
<tr>
<td>192.168.47.248 255.255.255.252</td>
<td>direct</td>
<td>sl2</td>
<td></td>
</tr>
<tr>
<td>0.0.0.0 0.0.0.0</td>
<td>192.168.47.242</td>
<td>sl1</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R2:</th>
<th>Net Mask</th>
<th>NextHop</th>
<th>Interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>192.168.40.0 255.255.255.0</td>
<td>192.168.47.241</td>
<td>sl1</td>
<td></td>
</tr>
<tr>
<td>192.168.41.0 255.255.255.0</td>
<td>192.168.47.241</td>
<td>sl1</td>
<td></td>
</tr>
<tr>
<td>192.168.42.0 255.255.255.0</td>
<td>192.168.47.246</td>
<td>sl0</td>
<td></td>
</tr>
<tr>
<td>192.168.43.0 255.255.255.0</td>
<td>direct</td>
<td>en2</td>
<td></td>
</tr>
<tr>
<td>192.168.44.0 255.255.255.0</td>
<td>direct</td>
<td>en0</td>
<td></td>
</tr>
<tr>
<td>192.168.45.0 255.255.255.0</td>
<td>direct</td>
<td>en1</td>
<td></td>
</tr>
<tr>
<td>192.168.47.240 255.255.255.252</td>
<td>direct</td>
<td>sl1</td>
<td></td>
</tr>
<tr>
<td>192.168.47.244 255.255.255.252</td>
<td>direct</td>
<td>sl1</td>
<td></td>
</tr>
<tr>
<td>0.0.0.0 0.0.0.0</td>
<td>192.168.43.254</td>
<td>en2</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R3:</th>
<th>Net Mask</th>
<th>NextHop</th>
<th>Interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>192.168.40.0 255.255.255.0</td>
<td>192.168.47.250</td>
<td>sl0</td>
<td></td>
</tr>
<tr>
<td>192.168.41.0 255.255.255.0</td>
<td>192.168.47.250</td>
<td>sl0</td>
<td></td>
</tr>
<tr>
<td>192.168.42.0 255.255.255.0</td>
<td>direct</td>
<td>en0</td>
<td></td>
</tr>
<tr>
<td>192.168.43.0 255.255.255.0</td>
<td>192.168.47.254</td>
<td>sl2</td>
<td></td>
</tr>
<tr>
<td>192.168.44.0 255.255.255.0</td>
<td>192.168.47.245</td>
<td>sl2</td>
<td></td>
</tr>
<tr>
<td>192.168.45.0 255.255.255.0</td>
<td>192.168.47.245</td>
<td>sl2</td>
<td></td>
</tr>
<tr>
<td>192.168.47.244 255.255.255.252</td>
<td>direct</td>
<td>sl0</td>
<td></td>
</tr>
<tr>
<td>192.168.47.248 255.255.255.252</td>
<td>direct</td>
<td>sl1</td>
<td></td>
</tr>
<tr>
<td>192.168.47.252 255.255.255.252</td>
<td>direct</td>
<td>sl2</td>
<td></td>
</tr>
<tr>
<td>0.0.0.0 0.0.0.0</td>
<td>192.168.47.254</td>
<td>sl2</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R4:</th>
<th>Net Mask</th>
<th>NextHop</th>
<th>Interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>192.168.40.0 255.255.255.0</td>
<td>192.168.43.253</td>
<td>en0</td>
<td></td>
</tr>
<tr>
<td>192.168.41.0 255.255.255.0</td>
<td>192.168.43.253</td>
<td>en0</td>
<td></td>
</tr>
<tr>
<td>192.168.42.0 255.255.255.0</td>
<td>direct</td>
<td>en0</td>
<td></td>
</tr>
<tr>
<td>192.168.43.0 255.255.255.0</td>
<td>192.168.47.253</td>
<td>en0</td>
<td></td>
</tr>
<tr>
<td>192.168.44.0 255.255.255.0</td>
<td>direct</td>
<td>en0</td>
<td></td>
</tr>
<tr>
<td>192.168.45.0 255.255.255.0</td>
<td>192.168.43.253</td>
<td>en0</td>
<td></td>
</tr>
<tr>
<td>192.168.47.252 255.255.255.252</td>
<td>direct</td>
<td>sl0</td>
<td></td>
</tr>
<tr>
<td>0.0.0.0 0.0.0.0</td>
<td>10.1.2.3</td>
<td>sl1</td>
<td></td>
</tr>
</tbody>
</table>
192.168.41.0, and also to other subnets; see Figure 9.3, where this is depicted with the router marked as R1.

With the availability of the default gateway information at Host “49ers,” and on recognizing that this packet is to be sent to the gateway, it would do an ARP request to find the Ethernet interface address for 192.168.40.254, so that the packet can be sent as an Ethernet frame to router R1.

Once the packet arrives at router R1, the router is now required to make a decision on which interface to send it out since it has multiple interfaces. Based on the destination networks it has learned about, a router would maintain a routing table so it knows how to handle an arriving packet. Furthermore, based on the routing table, the forwarding table information is derived to determine which interface is to be used for packet forwarding. In Figure 9.4, we show a routing table view with interface information for router R1. From the table for R1, we can see that the packet that originated at Host “49ers” will be sent on the interface with IP address 192.168.41.254 for delivery to Host “catch22” on the Ethernet segment.

We next consider the case in which Host “49ers” has a packet to send to Host “221bBakerStreet” (with IP address 192.168.44.221). This packet will first arrive at router R1 since by inspecting the address of Host “221bBakerStreet”, Host “49ers” would realize that the host does not belong to this subnet. At router R1, by inspecting the routing table, the packet would be forwarded to router R2, whereupon it will be sent on the Ethernet interface with IP address 192.168.44.254.

We can thus see that for any packet that is meant for a host within network 192.168.40.0/21, routers would be required to have next-hop information for different subnet segments. The process of learning about different subnets within this domain can be accomplished using OSPF flooding. For instance, each router can learn about different subnets from a link state advertisement (LSA) that would contain subnet information with mask by using the network link-type LSA (refer to Chapter 6). Once announcements about various subnets are received, each router can use shortest path routing to determine the appropriate next hop to reach different subnets; the tables at each router are shown in Figure 9.4. You may note that the table at router R1 does not show an entry for the serial link subnet 192.168.42.0/30; the assumption here is that serial link subnets are not to be advertised in the LSA; this is similar for other tables. Furthermore, note that each table contains a 0.0.0.0/0 entry, which is referred to as the default route. The default route is similar to the default gateway maintained by each host; this entry points to a next-hop for forwarding a packet that lists a destination not listed in the routing table.

In essence, through scenario B, we have illustrated how to route a packet from a host to another host in a different subnet but within an administrative domain. Typically, such an administrative domain is defined by an AS, or a provider.

9.2.3 Routing Packet: Scenario C

In this scenario, we consider routing a packet that is generated at Host “49ers” meant for a host outside of network 192.168.40.0/21 to, say, host 10.5.16.60 where each network is served by a different AS. By using the next hop for the default route at each router, the packet generated at Host “49ers” would be forwarded from R1 to R2 to R4. Note that R4 is the border router in this domain that can speak OSPF to interior routers, but can also speak BGP to its
peering EBG speaker. If R4 were to maintain a default route entry in its routing table, the packet that originated at Host “49ers” will be forwarded outside network 192.168.40.0/21 on the external link.

In Figure 9.5, we show connectivity from network 192.168.40.0/21 to network 10.5.0.0/16 that requires traversing through intermediate ASes. Suppose that each AS maintains an entry for default route to the next AS. Then the packet from 192.168.40.49 will be routed from AS64617, its home AS, to its neighboring AS, AS64701. The border router at AS64701, on receiving this packet, will check if it is meant for an address block that is internal to it, and will realize that it does not; thus, it will forward it to its other border router through internal routers. Assume that this border router in AS64701 has set up the default route to be to AS64730. Thus, the packet will eventually arrive at the border router in AS64516, the home to network 10.5.0.0/16. The border router will recognize that it supports this network and would then use interior routing protocol to deliver to the final destination host.

Note that we have assumed that everyone uses the default route concept. There are, however, certain problems with every AS using the default route to send a packet out if its AS. For example, if the destination host is from an IP address block that has not yet been allocated by the Internet registry, the packet would keep hopping from one AS to another until the age field (also known as the time-to-live field) in the IP packet header expires. This indicates that there are two possibilities: (1) at least one of the intermediate ASes maintains all default-free entries, that is, every valid IP prefix is explicitly listed, meaning there is no default route entry, 0.0.0.0/0, or (2) the originating AS at its border router maintains the list of every valid IP prefix assigned thus far so that it can filter this packet (refer to Chapter 16) and drop it, preventing from going into the next AS.

We first discuss the first possibility. An intermediate AS such as AS64730, shown in Figure 9.5, is known as a transit AS. Note that there is no such thing as the core transit AS; in fact, that would be restrictive, like EGP, which we discussed earlier. BGP provides the flexibility that there can be different transit ASes that serve as peers to each other. Since different stub ASes can be connected to different transit ASes, any transit ASes at the core need to exchange the entire routing table information about IP prefixes with other peering ASes using the BGP.
Consider Figure 9.5 again. Here network 172.17.0.0/16 homed in AS64822 would become known to transit AS, AS64731, which in turn would share this information with transit AS, AS64730. This way, BGP routers at transit ASes can build a complete default-free routing table. Now if Host “49ers” in network 192.168.40.0/21 in AS64617 generates a packet to an IP destination that is from an IP address that is not valid, then the border router in AS64701 would note this and drop this packet. In other words, a default-free routing table allows an IP packet with a destination in nonallocated address blocks from being forwarded further by dropping it. Transit ASes commonly employ a default-free routing table for such reasons.

We next discuss the second possibility. This option is possible since the BGP protocol announces IP prefixes through UPDATE messages that would traverse through and reach every edge or stub AS, such as AS64617 and AS64516. Typically, most stub ASes use the default route entry, i.e., they do not store all IP prefix entries, partly because they usually have single outlets to the rest of the Internet, and because it puts more than the required work on its border router, which may not be able to handle the load if it is not a powerful router with required memory. That is, it is not necessary to maintain a full default-free table at the border router of a stub AS. However, more and more stub ASes now maintain a full IP prefix table at their border routers. This can be driven by local needs in a stub AS, for example, to perform unicast reverse-path-forwarding (uRPF) checks as a measure for IP address spoofing. Thus, while from a BGP perspective, a stub AS is not required to maintain a default-free routing table, it has essentially become a necessity because of issues such as spoofing attacks.

To summarize, routing a packet that has originated in a network (IP prefix) in a stub AS with destination in another network (IP prefix) in another stub AS, would hop through at least a transit AS. Any path selection decision at a BGP speaker when there is connectivity from one AS to the next at multiple border BGP speakers, or from one AS to multiple ASes, would be based on the BGP path selection algorithm described in Section 8.7.1 in Chapter 8. Certainly, before route selection can be invoked about an IP prefix, the BGP UPDATE message would be used to announce this IP prefix; the AS number is prepended as necessary when the information about this IP prefix crosses from one AS to another.

Before concluding this section, we discuss another term in regard to ASes. So far, we have mentioned two types of ASes: stub AS and transit AS. An AS can also be multihomed. Briefly, a multihomed AS connects to two or more transit ASes. As an example, consider Figure 9.5 again. Here, AS64617 is a stub AS; AS64701 is a transit AS that is also multihomed while AS64516 is a stub AS that is multihomed. Thus, ASes can be classified into three categories: stub singlehomed, stub multihomed, and transit multihomed.

9.3 Current Architectural View of the Internet

In the previous sections, we discussed packet routing in an IP addressing structure for a set of scenarios and also allocation of IP addresses. In doing that, we also discussed the role of ASes and BGP in routing. We next consider how ASes are related to ISPs and the role of IP address space in the context of Internet routing architecture.
9.3.1 Customers and Providers, Peering and Tiering, and Exchange Points

In the world of Internet routing connectivity, the term *customer* typically refers to an organization that has an IP address block; it relies on a *provider* for Internet connectivity; note that owning an AS number is not necessary since you can have an address block and be a part of an existing AS number. For ease of discussion here, we will restrict to those customers that have their own AS numbers. The customer/provider relation is hierarchical and is sometimes described also as *downstream ISP/upstream ISP* relation. At the top of the hierarchy is *tier 1 Internet service providers* (tier 1 ISPs). Each tier 1 ISP has its own AS number. It is certainly possible to have more than one AS number belong to an ISP, for example, due to the merger of companies. For simplicity, we will assume that each ISP has its own unique AS number. A tier 1 ISP provides a large network spanning a geographic region such as the entire country, and sometimes across countries; such networks are often referred to as *Internet backbone* networks where link speeds can be in the order of 10 Gbps with the most advanced routers deployed. All tier 1 ISPs are at the same peering level. Typically, tier 1 ISPs peer privately with each other at one or more points. It used to be the case that tier 1 ISPs meet at *network access points* (NAPs) to exchange traffic from one network to another. In Figure 9.6, we show a generic example with four tier 1 ISPs meeting at an NAP; note that this is not common any more, it is shown here for illustration only. It may be noted that NAPs are also known as *Internet exchange points* (XP, or, EP in short), or Metropolitan Area Exchanges (MAEs). Furthermore, such arrangements are known as *public peering* since they are neutral meeting points. First, it should be noted that exchange points are operated by neutral entities that play the role of providers for traffic exchange services to tier 1 ISP customers. During transition from the NSFNET, the notion of NAPs was conceived when it became clear that one core network would not be the carrier for all Internet traffic. Initially, there were four NAPs that were connected to the NSFNET during 1994–1995. Currently, there are more than 175 exchange points around the world.

There is also *private peering* between two tier *n* ISPs where they connect directly to each other and agree to exchange traffic with each other; this then can serve as a bypass from congested exchange points, which some ISPs prefer. In Figure 9.6, we show that two tier *n*
ISPs are directly connected to each other through private peering while they are also part of the common exchange points with two other ISPs. For example, this would be a scenario where two tier $n$ ISPs that have private peering as well as public peering would use the AS-path count to choose the private peering as the better path since they can use the exchange point as another AS in the path length between them. It may be noted that private network exchange points are also possible.

Exchange points provide physical connectivity to customers using technologies such as Gigabit Ethernet, ATM, and SONET, where customers’ routers for connectivity are collocated in the same physical facility. Mostly, exchange point provides a meeting place for layer 2 connectivity. Layer 2 connectivity can give the impression that a simple Ethernet environment with every ISP’s router attached to this Ethernet facility is probably sufficient. The difficulty is that the sheer volume of traffic each ISP generates is so high that such a simple environment is not possible in practice. Thus, you see a combination of sophisticated technologies with functionalities for peer management at most of the exchange points. In any case, at an exchange point, each ISP’s BGP speaker can set up a BGP session to all other ISPs that have a BGP speaker collocated. In recent years, some exchange points have become popular for content delivery network providers since they can be directly connected to various major ISPs.

It is important to note that exchanges points have fairly well-defined policies while such policies can vary from one exchange point to another and certainly can evolve over time. Some examples of policies are: (1) an ISP must have its own AS number and use BGP to become a member of a exchange point, (2) the exchange point cannot be used for transit, (3) the exchange point policy requires full peering among all parties, or, each ISP can choose a different policy from a set of acceptable policies. Depending on policy, some large ISPs might or might not want to joint an exchange point; for example, if some large ISPs do not want to peer with smaller ISPs, they might not join an exchange point that stipulates that they must peer with all parties. In some instances, ISPs of different tiers, including tier 1 ISPs, do meet at large exchange points that may not require that all parties must peer with everyone. In such cases, each ISP has the option of not peering with everyone that is a member of this exchange point. Currently, Amsterdam Internet Exchange (AMS-IX) [14], considered the largest exchange point, has a flexible policy; it lets providers of different size to connect to its exchange point allowing each provider to set their own peering restrictions, including allowing private interconnects between two members.

In essence, an exchange is a giant traffic switching point. Some of the large exchange points push traffic in the order of 135 Gbps. It is not hard to imagine that such a high data push requirement can be taxing even with the top of the line inter-connecting hardware; in fact, this is no longer possible to do on a single hardware device. Thus, such exchange points must set up their own internal topology in such a way that multiple hardware devices are used for efficient traffic flow.

Now we move to consider multiple tiers. Tier 1 ISPs, in turn, provide connectivity to tier 2 ISPs; thus, in this case tier 2 ISPs are the customers and tier 1 ISPs are the providers. Tier 2 ISPs use tier 1 ISPs for transit service, but may peer with other tier 2 ISPs as well, for example, either through regional exchange points or private peering. Typically, tier 2 ISPs do not have international coverage—they are either at regional or national levels. It may be noted that a tier 1 ISP provides transit service to many tier 2 providers at certain meeting points; these
meeting points are commonly referred to as Points of Presences (PoPs). We will discuss PoPs more later in Section 9.6.

Tier 3 ISPs are the ones that seek transit service only from either tier 2 or tier 1 providers; they are typically not involved in public peering, although they may do some private peering. At the same time, tier 3 providers usually do not provide direct internet connectivity to users.

Beyond tier 3 ISPs, it becomes a bit murky in regard to the role of lower tiers or how many more tiers there are. To limit our discussion, we will stop at tier 4 ISPs by assuming that they provide local access to the Internet for institutions, enterprises, and residential users. Note that tier 4 ISPs require transit connectivity from tier 3 providers.

Although we have discussed various tier levels, there is no clear rule that indicates who is or is not a certain tier provider. Certainly, this is more clear in the case of a tier 1 ISP. However, consider content delivery providers who want to be located close to tier 1 ISPs’ peering points. They usually have two options: (1) have their web servers hosted directly on one of the tier 1 ISPs; in this case, no AS number is necessary, or (2) have their series of web servers connected through routers to form a network with their own AS number, and then have peering with every major provider at major peering points or through private peering. If they choose option 2, they do not exactly fall into one of the tiering providers—we label them as content delivery service (CDS) ISPs. Examples of CDS ISPs are Google, Yahoo!, and Akamai.

There is also some difference in peering arrangements which varies from one country to another. For example, private peering at tier 1 level is now common in US, while public peering in other countries often includes some tier 1 providers. The largest public peering point now is considered to be Amsterdam Internet Exchange, AMS-IX [14]. As of this writing, AMS-IX has about 250 members which includes some large tier 1 ISPs as well; the peak rate is 150 Gbps. London Internet exchange, LINX [419] has over 200 members with peak traffic of 130 Gbps and Japan Internet exchange, JPIX [338] has 100 members with the peak rate at approximately 65 Gbps.

Since the Internet is made up of many providers with different relations and tiers, the obvious question is: what possible traffic exchange and payment relation do ISPs agree on? Here are a representative set of possible options [692]:

- Multilateral agreement: Several ISPs build/use shared facilities and share cost; for example, this agreement can be possible with public exchange points or private exchange points.
- Bilateral agreement: Two providers agree to exchange traffic if traffic is almost symmetric, or agree on a price, taking into account the imbalance in traffic swapped; for example, in a private peering setting.
- Unilateral agreement for transit: A customer pays its provider an “access” charge for carrying traffic; for example, a tier 4 ISP would pay a charge to tier 3 ISP.
- Sender Keeps All (SKA): ISPs do not track or charge for traffic exchange; this is possible in private peering and in some public peering.

Along with agreements, especially the ones that involve payment, it is common to also write up service level agreements (SLAs). SLAs refer to an agreement on performance that is
to be met on a course time scale; for example, the average delay between entry and exit points not to exceed 20 milliseconds, when averaged over a certain time period such as a week or a month. Typically, SLAs do not include performance requirement on a short time window such as in seconds. Thus, SLAs can be thought of more as a coarse grain quality-of-service requirement than a fine grain quality-of-service requirement. Furthermore, SLAs may also cover issues such as demarcation points; this refers to the line that indicates who manages what on a day-to-day basis. When a customer connects to a provider, there are three points involved: the routers at each end (one for the customer and the other for the provider), and the physical connectivity that connects them, such as a physical wire or a layer-2 connectivity. In some cases, the demarcation point is where the customer connects to a layer-2 switch in the physical connectivity part; in other cases, the customer’s router is completely located at the provider’s site; and yet in other cases, the provider’s access router may be physically at the customer’s site. Sometimes suitability of a demarcation point can be a factor for a customer in deciding which one to choose as a provider.

9.3.2 A Representative Architecture

In Figure 9.7, we show a representative view of connecting ISPs of different tiers, including CDS ISPs; routers shown are all BGP speakers in each ISP and only one exchange point is

**FIGURE 9.7** Interconnection of ISPs of different tiers: a representative view.
shown; peering at different tiers are also indicated. Note that private AS numbers are used to illustrate this example. In some cases, ISPs of different tiers are specifically identified using an AS number for ease of discussion.

We will illustrate three representative sessions using this architecture; these three sessions are shown in Figure 9.8: (1) from user U1 to server S1, (2) from user U2 to server S2, and (3) from user U3 to server S2 where the actual flow paths are shown. As you can see from the original topology that there are multiple paths for each of these sessions. In regard to path selection, we note the following:

- For the session from U1 to S1, there are two AS-paths. In this case, the AS-path with the shorter AS length is chosen since there is private peering between respective pier-2 ISPs.
- For the session from U2 to S2 located at CDS ISP AS64516, there also appears to be two AS-paths. However, the one through Tier 1 ISPs would be taken that is based on the policy in place at the Tier-2 ISP upstream from U2.
- For the session from U3 to S2, there appears to be a second path from AS64552 to AS64600 to AS64560 to AS64699 to AS64617 to AS64516. However, this path would not be advertised at all. Note that AS64560 is a tier 4 ISP. While it will learn about AS64516 from AS64699, this would not be advertised to tier 3 provider AS64600, due to the stub rule described earlier. Thus, AS54552 (and AS64600) would not know about this connectivity.

In addition, the following observations are worth noting:

- In the case of server S2 located in the CDP ISP (AS64516), we have noted that it is multi-connected to tier 1 ISP AS64617. From the perspective of the tier 1 ISP, it has multiple egress points to the CDP ISP, AS64516. How does AS64617 choose one egress point over the other for the sessions U3 → S2 and U2 → S2. Typically, this depends on a rule called the early-exit routing rule within AS64617; this will be discussed further in Section 9.3.3. An important consequence is that intra-domain routing optimization in AS64617 would need to address this issue; this will be discussed later in Section 9.7.

- U2 is a user in a tier 4 ISP (AS64822), which is a stub AS. AS64822 is dual-homed from a single BGP speaker to two different tier 3 ISPs, AS64777 and AS64561. The tier 4 ISP, AS64822, has a couple of different options to prefer accessing one tier 3 ISP over the other: (1) set the local pre-configured priority values to access, say, AS64777, as opposed to the other, since this factor is given higher priority in the BGP route selection process, or (2) insert its AS number, AS64822, more than once when advertising IP prefixes it houses to the ISP with the less preferred route, i.e., to AS64561.

- From the topology, it gives the appearance that the tier 4 ISP that houses U2, AS64822, might be able to provide transit service to tier 3 ISPs to which it is connected. This is where we need to make an important point about a stub AS such as AS64822. While a stub AS learns about outside IP prefixes from BGP UPDATE messages it receives from both its tier 3 providers, AS64777 and AS64561, it should not advertise what it learns from one to the other. Note that usually tier 4 ISPs would connect to their providers on a low data rate link such as T1. Thus, advertising what it has learned from one to the
FIGURE 9.8 Three session flows in the architecture presented in Figure 9.7.
particular other would open up the possibility of being the best path to some IP prefix destinations; as a result, its access links can clog up with unnecessary traffic routing! this behavior is known as blackholing and should be avoided by carefully programming a BGP speaker with appropriate policies when it is multihomed to multiple providers; see Section 9.5 for policy examples.

- An ISP that has multiple BGP speakers would set up IBGP sessions among themselves so that routes can be exchanged internally.

### 9.3.3 Customer Traffic Routing: A Geographic Perspective

Customer traffic routing leads to interesting scenarios when observed from the geographic perspective as it depends on how and where customers are connected to tier 1 ISPs. In this section, we will illustrate two cases using Figure 9.9 in which we list three customers off of two different tier 1 ISPs in three different locations: San Francisco, New York, and Amsterdam. Note that these customers can be transit providers to other customers; for our illustration, this relation suffices. In addition, there is a fourth customer of CDS type that has connectivity to a tier 1 ISP at all three locations.

Clearly, traffic from Customer 1 would transfer at San Francisco through the tier 1 ISPs if it is meant for Customer 3. This also illustrates why tier 1 ISPs peer at multiple geographic locations.

**FIGURE 9.9** Customer traffic routing from a geographic perspective.
locations. In this example, if the tier 1 ISPs were not have peering at San Francisco, the traffic between Customer 1 and Customer 3 would transfer in New York. This means that each tier 1 ISPs would need to carry the traffic cross-continent unnecessarily to bring it back to customers located off of San Francisco.

Now consider traffic between Customer 2 and Customer 3. It is easy to see that the tier 1 provider for Customer 2 would let the traffic transfer at Amsterdam to the other tier 1 provider so that the second tier 1 provider would need to carry this traffic through its own network all the way to San Francisco; this is known an early-exit routing. Similarly, for the other direction, for traffic received from Customer 3, its tier 1 provider would transfer the traffic to the other tier 1 provider at San Francisco so that the second tier 1 provider would need to carry the traffic in its network all the way to Amsterdam to deliver to Customer 2. Thus, it is easy to see that because of early-exit routing, traffic flows can be on asymmetric paths. Note that early-exit routing is not necessarily a problem if both the tier 1 providers have an agreement in place (such as Sender Keeps All) because their overall transfer from one network to the other and vice versa is somewhat comparable.

Finally, we consider the case of traffic being routed to the CDS customer who is connected to a tier 1 ISP in all three locations where they have mirror sites so that a user’s request can be handled by the nearest site. That is, requests from users in Customer 1 and Customer 2’s network would be directly handled off to the CDS customer in San Francisco, while requests from users in Customer 2’s network would be handed off to the CDS customer in Amsterdam. It may be noted that the network of CDS is shown to be connected among all three locations. While a CDS customer may not own a facility, it can use an IP virtual private network (VPN) to transfer high-volume data between its data centers in different cities, rather than using the public Internet; more discussion about IP VPNs can be found in Section 18.5.

### 9.3.4 Size and Growth

In this section, we portray the current size and growth of the Internet in terms of AS numbers and IP prefixes. There are currently more than 23,000 active ASes with about 195,000 IPv4 prefixes advertised externally. A sample summary is shown in Table 9.1, drawn from a website that reports BGP routing table analysis [303]; this site reports an external BGP view of certain ASes obtained using Route Views [707]. Briefly, Route Views is a special-purpose AS (AS6447) that uses multihop BGP sessions to peer with several BGP speakers at well-known ASes. While it learns about IP prefixes from each of these ASes, it does not forward them to others—that is, it serves an important role as a sink for BGP information, thus helping to understand BGP growth. Table 9.1 also lists information for Telstra-i (AS1221) and Route Views itself (AS6447); there is an explanation for why the IP prefix counts for these two ASes are significantly different from others [302]. Telstra-i includes an internal view, including a significant number of more specific prefixes that are yet to be aggregated before being announced for the external view. AS6447, being the sink, receives different information from its peer ASes, some feeding only external views and others feeding local specific information—the number for AS6447 reflects the sum of unique ones learned from all sources. Also, there are currently over 850 IPv6 routes [303].

From Table 9.1, we can see that of the total number of active ASes, about 70% are originating-only (stub) ASes; a significant portion of them are originating ASes with only
### TABLE 9.1 IPv4 Route and AS Data, as of September 30, 2006 (courtesy [303]).

<table>
<thead>
<tr>
<th>Name</th>
<th>AS Number</th>
<th>IP Prefixes</th>
<th>AS Count</th>
<th>Originating AS</th>
<th>Originating AS with Single Prefix</th>
<th>Transit Only</th>
<th>Mixed ASes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Telstra-i (Australia)</td>
<td>AS1221</td>
<td>266,837</td>
<td>23,123</td>
<td>16,251</td>
<td>9,707</td>
<td>78</td>
<td>6,794</td>
</tr>
<tr>
<td>Telstra-e (Australia)</td>
<td>AS1221</td>
<td>195,322</td>
<td>23,081</td>
<td>16,228</td>
<td>9,684</td>
<td>79</td>
<td>6,774</td>
</tr>
<tr>
<td>Sprint (USA)</td>
<td>AS1239</td>
<td>192,925</td>
<td>22,975</td>
<td>16,329</td>
<td>9,675</td>
<td>73</td>
<td>6,573</td>
</tr>
<tr>
<td>RIPE (Europe)</td>
<td>AS3333</td>
<td>197,323</td>
<td>23,172</td>
<td>15,954</td>
<td>9,684</td>
<td>74</td>
<td>7,144</td>
</tr>
<tr>
<td>Reach Network</td>
<td>AS4637</td>
<td>196,319</td>
<td>23,125</td>
<td>16,240</td>
<td>9,709</td>
<td>79</td>
<td>6,806</td>
</tr>
<tr>
<td>Oregon Route Views</td>
<td>AS6447</td>
<td>212,368</td>
<td>23,423</td>
<td>15,747</td>
<td>9,687</td>
<td>66</td>
<td>7,610</td>
</tr>
<tr>
<td>AT&amp;T World-net</td>
<td>AS7018</td>
<td>192,708</td>
<td>23,055</td>
<td>16,229</td>
<td>9,678</td>
<td>79</td>
<td>6,747</td>
</tr>
</tbody>
</table>

### TABLE 9.2 Prefix Length Distribution of the Top Five Prefix Lengths at AS4637 (September 30, 2006).

<table>
<thead>
<tr>
<th>Prefix boundary</th>
<th>Number</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prefix /24</td>
<td>105,987</td>
<td>53.99</td>
</tr>
<tr>
<td>Prefix /23</td>
<td>16,817</td>
<td>8.57</td>
</tr>
<tr>
<td>Prefix /22</td>
<td>15,407</td>
<td>7.85</td>
</tr>
<tr>
<td>Prefix /20</td>
<td>13,870</td>
<td>7.07</td>
</tr>
<tr>
<td>Prefix /19</td>
<td>12,275</td>
<td>6.25</td>
</tr>
<tr>
<td>Total</td>
<td>196,319</td>
<td>100</td>
</tr>
</tbody>
</table>
a single prefix advertised. Most of the remaining 30% are mixed ASes; i.e., they originate and also provide transit services. The remainder (less than 0.5%) are “pure” transit ASes. Reportedly, as of 2004, about 60% of stub ASes are multihomed [381]; however, this is a difficult number to compute since there is no field in the BGP protocol to indicate if an AS is multihomed; thus, extensive study/assessment is required to identify the proportion of ASes that are currently multihomed. You may note that the numbers on routes and ASes polled at different ASes do not match; this is certainly possible since at the time of polling each such AS may have a slightly different view to announcements and withdrawals, while including counts for some internal IP prefixes as well.

In Figure 9.10, we present the growth in the number of advertised IP prefixes since 1989 as obtained for AS4637. The current value of more than 195,000 IP prefixes serves as a gauge of lookup size that a BGP speaker faces when a packet arrives and requires forwarding. By considering growth data since the beginning of 2002, we have performed a nonlinear regression analysis. If we denote $Y$ for year (where $Y \geq 2002$) and $N$ for the number of IP prefixes, their relation can be roughly estimated by the following regression fit (see Appendix B.7):

$$N = 105625 + 920.608 (4Y - 8007)^{1.52894}, \quad Y \geq 2002. \quad (9.3.1)$$

Using this relation and if no other aggregation is assumed, it can be estimated that $N$ will grow to about 232,000 by the beginning of 2008. It has been found that many ASes do not aggregate routes before announcing outside; such an aggregation could significantly reduce the BGP routing table entry. The recent assessment is that it can reduce the size from 195,000 to 127,000 entries, a 35% potential reduction [304]. In Table 9.2, we show the prefix length distribution of the top five prefix lengths in terms of counts for AS4637. Note that almost 54% of the total of more than 196,000 are at /24 prefixes. In regard to AS hop distances, about 77% of addresses can be reached in within two AS hop distances, and 99% of all
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addresses can be reached within four AS hop distances. We include a picture of AS-level connectivity, created by CAIDA, to provide some idea about the connectivity view (Figure 9.11).

An important reason to understand growth in IP prefixes and ASes is the impact on memory requirement at a BGP speaker. The following are the main factors that impact memory requirement at a BGP speaker:

\[ N = \text{Number of IP prefixes} \]
\[ M = \text{Average AS distance (in terms of number of AS hops)} \]
\[ A = \text{Total number of unique ASes} \]
\[ P = \text{Average number of BGP peers per BGP speaker}. \]

Then, the memory growth complexity can be given by ([485], [593], [703]):

\[
\text{Memory Growth Complexity} = O((N + MA)P). 
\] (9.3.2)

Note that \( M \) has a slow growth and \( N \) is more dominant than \( A \). Thus, the complexity growth can be approximated as \( O(NP) \), that is, the memory growth can be estimated as the product of the number of IP prefixes and the average number of BGP peers per BGP speaker.

### 9.4 Allocation of IP Prefixes and AS Number

So far, we have discussed AS numbering, IP addressing, customer and provider relationships, and so on. An important question remains: how does an organization obtain an IP address block? In this section, we answer this question.

Internet Corporation for Assigned Names and Numbers (ICANN) is the organization that handles global coordination of unique identifiers used in the Internet. Through agreements, IP address block assignments have been distributed to five different Regional Internet Registries (RIRs). The five RIRs are geographically organized as follows:

- American Registry for Internet Numbers (ARIN) (http://www.arin.net/) to serve the North American region
- RIPE (Réseaux IP Européens) Network Coordination Centre (http://www.ripe.net/) to serve the European and the West Asian region
- Asia Pacific Network Information Centre (APNIC) (http://www.apnic.net/) to serve the South/East Asian and the Pacific region
- Latin American and Caribbean Internet Address Registry (LACNIC) (http://www.lacnic.net/) to serve the Latin and South American region

Each registry has its own rules and pricing in regard to IP address block allocation; this allocation depends on allocation size as well, as indicated through netmask boundary such as /19. For example, ARIN’s current policy is that the minimum allocation size is a /20, while for multihomed organizations, the minimum allocation size is a /22. This means that if an organization needs only a /24 allocation, it cannot obtain it directly from ARIN; instead, it
FIGURE 9.11 AS-based Internet “Skitter” graph generated by Cooperative Association for Internet Data Analysis (CAIDA), 2005. (Copyright © 2005. The Regents of the University of California. All Rights Reserved. Used by permission.)
must obtain it from an upstream ISP (provider) who has been already allocated at least a /20 address block by ARIN. Similarly, registries put restrictions on allocation of an AS number. For example, currently ARIN would allocate an AS number to an organization only if it plans to do multihomed connectivity to two ISPs or can justify that it has a unique routing policy requirement. Note that allocation policies, both for IP prefix and AS number, do change from time to time. For recent policies, you may check the web site of the respective registries.

Suppose that an organization obtains an IP address block along with an AS number from ARIN. It would then need to establish multihomed connectivity to two upstream ISPs who would have their respective AS numbers. Once the physical connectivity is set up, the BGP speaker at the organization establishes a BGP session with the BGP speakers of its upstream ISPs to announce its address blocks. This information is then propagated throughout the Internet so that the rest of the Internet would know how to reach a host in this address block. Note that the organization may have separate BGP speakers, one each for connecting to its upstream ISPs; in this case, the organization would need to run IBGP between its two BGP speakers in order to establish rules on how to handle routing of outgoing traffic.

Now suppose that an organization obtains an IP prefix from one of the regional Internet registries but does not obtain an AS number. In this case, at first it would then need to set up an agreement with an ISP that has an AS number; this ISP would then serve as the “home” AS for this address block. Once connectivity and agreements are put in place, this ISP would then announce this IP prefix along with other IP prefixes that are in its AS to its upstream provider(s). Once this announcement is propagated throughout the Internet, the newly announced IP prefix becomes known to the rest of the Internet. We discuss below two possibilities of how the connectivity between an organization (customer) and its provider can be set up when a customer does not own a public AS number:

- The ISP may set up private AS numbering to divide its customers into different ASes. Thus, each customer (organization) has the flexibility to choose a routing protocol of its choice internally and then use a BGP session to talk to the provider’s BGP and announce its IP prefixes.
- If the provider uses OSPF protocol, then it can use Not-so-stubby Areas (NSSA) LSA (refer to Section 6.2.8) to allow external routes from its customer to be advertised into the OSPF autonomous system, while the customer may run its own routing protocol.

Choosing one over another or using any other mechanisms depends on the size of an ISP, as well as its internal network management philosophy and policy, and its business strategy. Furthermore, note that route redistribution (refer to Section 5.7) is a common mechanism to exchange prefixes among different administrative organizations that fall within an AS number.

It may be noted that a customer who obtains an IP address block from a provider may choose to switch to a different provider after some time. Suppose that a provider has the address block 192.168.40.0/24, and it has allocated 192.168.45.0/24 to a customer. Initially, through route aggregation the provider will announce 192.168.40.0/21 with its AS number. Now the customer wants to move to a different provider keeping the address block. Thus, the address block, 192.168.45.0/24, would now need to be announced with the AS number of the new provider. This then creates a situation, known as a hole since the more-specific prefix
Policy-Based Routing

Earlier in Section 8.7, we presented the BGP routing decision process; therein, we indicated why policy-based routing is needed in an interdomain environment. By now, you probably have realized that policy-based routing is an extremely critical component used at the BGP speakers for handling inbound and outbound traffic. For example, in Section 9.3.2, we highlighted examples to show why import and export policies must be maintained at a BGP speaker. We also noted earlier that NSFNET necessitated the need for policy-based routing. In this section, we briefly explore why policy-based routing is needed, and how it may impact customer provisioning.

Policy-based routing emerged because in an interdomain environment, announcements received from a neighboring AS through an exterior routing protocol may contain IP prefixes that the receiving AS may not want to handle or forward. Note that the receiving AS has no control over what IP prefixes it receives from its neighbor, but it can control which ones it does not want to handle/forward. Furthermore, due to the business agreement with a certain neighboring AS, the receiving AS might want to give preference to a particular IP prefix received from this neighbor compared to other neighbors.

It is important to realize that policy-based routing has three phases: (1) determine the list of policies and load them to a BGP speaker; (2) when BGP messages arrive, apply policies to update Routing Information Base (RIB) and Forwarding Information Base (FIB); and (3) when an actual user packet arrives that affects a certain policy, take action as per policy in real-time through FIB.

To determine and specify policies, it is imperative to have a generic routing policy language that can work in a vendor-independent environment; then, from this format, a vendor-specific format can be generated. Routing Policy Specification Language (RPSL), described in RFC 2622 [8], is a language for declaring routing policy of an AS in public registry in order to provide a common interface mechanism that others can easily verify. RPSL serves the purpose of a vendor-independent language to describe policies. Usually, most providers use vendor-dependent policy tools provided by a router vendor in its software platform. We use RPSL for the purpose of illustration.

Here, we will illustrate a few examples adapted from [486]. Consider four ASes, AS65001, AS65200, AS65201, and AS65202, as shown in Figure 9.12. Here, AS65201 and AS65202 are customers of AS65200, while AS65001 is a transit provider for AS65200. Here, AS65200 will accept any announcement from AS65201 if it has originated at AS65201, since AS65201 is a stub AS; this rule also protects from any misannouncement by AS65201 or AS65202 such as the blackholing scenario discussed earlier. Thus, AS65200 can set up a policy as shown below:
FIGURE 9.12 AS topology example for policy specification.

import: from AS65001 accept ANY
import: from AS65201 accept <^AS65201+$>
import: from AS65202 accept <^AS65202+$>
export: to AS65201 announce ANY
export: to AS65202 announce ANY
export: to AS65001 announce AS65200 AS65201 AS65202

This means that AS65200 accepts any announcements from AS65001, the transit provider, and, in turn, will export these announcements to AS65201 and AS65202. However, it will import from AS65201 only paths made with AS65201 as the first member of the path; “+” means that AS65201 may appear more than once, and “$” means that any AS listed after AS65201 will not be considered. The same principle is applied to AS65202. In turn, AS65200 will export to transit provider AS65001 by announcing routes that originated in itself and the ones from its customers’ ASes, AS65201 and AS65202.

If AS65200 has many customers similar to AS65201 and AS65202, a compact representation can be done instead of creating an entry for each one; this helps in minimizing errors as well as in letting AS65001 know its consistent export policy. To do so, “as-set” and “members” can be used as shown below:

as-set: AS65200:AS-CUSTOMERS
members: AS65201 AS65202

import: from AS65001 accept ANY
import: from AS65200:AS-CUSTOMERS accept <^AS65200:AS-CUSTOMERS+$>
export: to AS65200:AS-CUSTOMERS announce ANY
export: to AS65001 announce AS65200 AS65200:AS-CUSTOMERS

This then requires just updating the member list, as needed.

We next consider the case where AS65200 wants to specifically allow the IP address space assigned to, say, AS65201. If AS65001 is assigned the space 10.10.0.0/16, then AS65200 can include a more specific rule as follows:
import: from AS65201 accept { 10.10.0.0/16^16-19 }

This means that AS65200 will accept announcements from AS65201 if the netmask starts at /16 but not longer than /19. However, if it would receive any address block except for, say 10.20.0.0/16, then this can be stated as:

import: from AS65201 accept ANY AND NOT {10.20.0.0/16}

We have shown some simple rules to illustrate how import and export policies can be enabled in policy-based routing using RPSL. RPSL provides a rich set of commands to create fairly complex rules. Later in Chapter 16, we will discuss packet classification handling by a router when an actual packet arrives; we will then present algorithms implemented in a router for efficient packet processing due to such rules.

It is important to note that policy-based routing is quite complex, not as simple as the example rules listed above. Since different ASes have different policies, it is also possible to have oscillatory behavior, unintended behavior, loss of reachability, and so on. As an example, we discuss BGP wedges below to show how unintended behavior is possible.

### 9.5.1 BGP Wedges

An undesirable consequence of BGP policy-based routing is that it can lead to stable but unintended routing, known as BGP Wedges [264]. We will illustrate through an example (see Figure 9.13(a)). Consider an ISP with AS number 65101; its primary provider is AS65301, but it also has a backup provider, AS65201. In turn, AS65201 uses AS65302 as a provider who has a peering relation with AS65301.

The primary/backup relation can be implemented in two ways: one way is to prepend AS65101 twice (instead of the normal one time) in the announcement to the backup provider, and just once to the primary provider. In this way, the path through the backup provider is intended to be longer than the path through the primary provider in terms of AS hops. However, this may not be fully guaranteed if its primary provider, AS65301, also does extra AS hop prepending to any upstream backup provider. Thus, it is still possible that traffic originating beyond such an upstream provider may still traverse via AS65201, rather than taking the path via AS65301.

In order to be not affected by the decision of providers further upstream, a second alternative is possible. This option uses BGP communities (refer to Section 8.10.1). In this approach, a provider announces community values to its neighbors; thus, customer AS65101 can select the provider’s local preference setting. There is another reason for preferring this option over the AS-path prepending option. This is since, in BGP path calculation, local preference is given higher priority over AS-path (refer to Section 8.7.1). Note that the community values marked by the customer must be understood and supported by both the providers.

Through this process, intended routing is that any traffic takes the primary path through AS65301 to destination AS65101, including from AS65201 via AS65302, AS65301 to AS65101 (see Figure 9.13(b)). In order to achieve the intended routing, AS65101 needs to announce its routes on the primary path AS65301 before announcing its backup routes to AS65201. However, the intended outcome may not work if after path priorities are established, the BGP session between AS65101 and AS65301 fails. This would result in AS65301 generating a
withdrawal message indicating nonavailability of routes in AS65101; this message will reach AS65302, which, in turn, will announce to AS65201. Now the BGP speaker at AS65201 will look up its cached AS-paths in Adj-RIBs-in and will find that there is a path available from AS65201 to AS65101. Thus, AS65201 will advertise the availability of this backup path to AS65302, which in turn will inform AS65301. Now all traffic to AS65101 will take the backup path via AS65201.

The problem is that once the BGP session between AS65101 and AS65301 is again back in service, the original path is not restored. This is because AS65302 would enforce the policy that it prefers customer-advertised routes (i.e., from AS65201) over routes learned from peer ASes (in this case, from AS65301). Thus, the unintended routing, shown in Figure 9.13(c), occurs. The only way to revert to the primary path is to intentionally bring down the BGP session between AS65101 and AS65201.

The above BGP Wedgie example is known as “3/4” wedgie. For additional examples, see [264].

9.6 Point of Presence

Earlier in Section 9.3.2, we briefly discussed demarcation points. In this section, we discuss the general architecture of access points to large ISPs such as tier 1 ISPs where the demarca-
tion point between customers and providers lies. The meeting point at which many customers connect to a large ISP is often known as a point of presence (PoP).

In Figure 9.14, we show the topological architecture of a PoP, found to be common with tier 1 ISPs [308]. Typically, customers have their own AS numbers and routers. For redundancy, it is common for a customer to connect to multiple routers in the provider’s network; this, however, depends on how much a customer is willing to pay for redundancy. The PoP architecture of a provider’s network has two sets of routers: core routers that connect to other PoPs and access routers that serve as the ingress points for connectivity to customers’ routers. Again, access routers are dual-homed to core routers for redundancy. It is important to note that the access routers in the tier 1 ISP’s network serve as BGP speakers; they talk to the border routers at customers’ networks, which serve as BGP speakers for the respective customers’ networks.

The allocation of customers to an access router is a critical network design problem for a tier 1 ISP. Customers can have varied requirements: single connectivity, connectivity to two access routers, multiple routers to multiple access routers, as well as different access data rate requirements. From the perspective of the tier 1 ISP, they need to consider the number of physical ports of different access routers, not overloading any access router with too many connections to all their customers’ routers since each such connection also results in a BGP session and the agreed upon maximum data rate to control traffic flow is to be taken into account. Thus, given various constraints, the general goal of the provider is to load balance access routers, keeping in mind future growth. Furthermore, the situation becomes even more complicated since there are also layer 2 technologies to manage for physical connectivity. To
solve these types of access network design problems, optimization models such as the ones presented in [564, Chapter 6] would need to be customized/adapted.

An important issue to consider is whether the architecture can be simplified. The PoP architecture originally emerged because traditionally routers were not always reliable; thus, it provides reliability through redundancy. However, the loss of an access router, say AR2, rather than just the route controller hardware/software failure alone, would result in loss of all BGP sessions to associated customers’ routers. Thus, customers’ routers will delete routes to IP prefixes learned from failed routers; this will result in other peers withdrawing routes, which can lead to route flap with a network-wide effect (refer to Section 8.9). Traditionally a router can take 3–10 minutes to restore service for a router controller failure [347]. Due to recent router technologies such as nonstop routing, a peer would not know of a failure since the TCP connection for the BGP session would not be lost, thus avoiding BGP flapping. This has another benefit in that customers’ routers need not connect to two access routers; this can reduce configuration complexity and cost, the impact of a protocol, and the number of access routers required.

There is another issue to consider from the perspective of traffic engineering and OSPF/IS-IS routing. This will be discussed in the next section.

9.7 Traffic Engineering Implications

In Chapter 7, we presented intradomain IP traffic engineering. While the methodologies discussed there work in general, there are certain issues to specifically consider in the presence of BGP interactions with neighbors and the size of the overall topology, especially for large tier 1 ISPs or transit ISPs.

Typically, large ISPs deploy IS-IS or OSPF as routing protocols within their networks. This requires computation of the shortest path by a router. From Figure 9.14, we can see that a tier 1 ISP has many routers in a PoP (we have shown six in the figure). If a tier 1 ISP has \( k \) routers at a PoP and there are \( m \) PoPs in its network, then there are \( k \times m \) routers in the entire network. At least in theory, each router would then need to do shortest path computation on a \( k \times m \)-router network. In practice, this can be avoided for certain routers; for example, an access router such as AR1 has a designated primary and a designated secondary connectivity to core routers; in addition, they never connect outside the PoP. Thus, for these routers, link weights can be set up by setting a lower value to one link, say AR1 to CR1, which is meant as the primary link than the other link; use of the static route option is also advisable here. For core routers, it is clear that the primary intent is to route traffic to another router at another PoP, not to another intra-PoP core router; such intra-PoP connectivity is for redundancy in the event of a failure. Thus, typically, the link weights between intracore links at a PoP should have very high link weights so that such links can be avoided for intra-PoP traffic, unless there is a link failure. In essence, what it means is that the traffic demand can be abstracted on an inter-PoP pair basis, not at a per-router pair basis. A desirable consequence is that the link weight determination traffic engineering problem need not be considered for the \( k \times m \)-node problem; instead, each PoP can be abstracted as a single node leading to an \( m \)-node traffic engineering problem, a much smaller optimization problem to solve than the \( k \times m \)-node problem.

In addition to using traffic engineering models presented in Chapter 7, certain variations are necessary to address practical issues. From the discussion above, we see that many core
providers have multiple egress points for *early-exit* routing to its customers; we illustrated this aspect in Section 9.3.3. This requires some tweaking to the link-weight setting problem from the point of view of modeling. Refer to Table 7.1 in Chapter 7, in which we summarized the notation for the IP traffic engineering problem. Specifically, we have defined $K$ as the number of demand pairs with positive demand volume for ingress-egress node pairs, and $h_k$ as the demand volume of demand index $k = 1, 2, \ldots, K$. In light of early-exit routing, several extensions are required [218], [595], [688]:

- **Offered traffic from ingress to IP prefix destinations:** This means that traffic demand be represented more accurately at the IP prefix destination level rather than for egress router.

- **Egress links connecting to neighboring domains:** External links to routers in neighboring ASes should be considered explicitly in the modeling framework, and objective function should consider the load on this link as well.

- **Set of egress links for each IP prefix destination:** This set can be modeled as a logical node in the formulation, but without considering them in the objective function for traffic load utilization.

- **Selection of the closest egress point:** Based on link weights, the closest egress point can be identified for each ingress point.

These extensions can be modeled in the framework presented in Chapter 7 since $K$ is an abstract notion for the number of demand pairs; instead here, $K$ needs to consider the above variations along with the creation of new link entities in the overall problem formulation. That is, the rest of the modeling framework described in Chapter 7 remains the same; in this sense, the framework presented there is powerful in addressing such variations.

There are, however, additional important considerations. Typically, any traffic matrix–based approach considers only a single traffic demand matrix. Since the actual traffic varies from one time instant to another within a 24-hour cyclical pattern, this variation is important to consider. There are typically two ways to consider this time-dependent variation factor: (1) consider the peak demand during the day, factor in any day-to-day fluctuations, and use this traffic demand matrix in the link weight determination problem, (2) take multiple snapshots of traffic demands during the day, and solve the link-weight determination problem independently for each such demand matrix, and compare any differences in link weights obtained for each snapshot—if they are comparable with an acceptable tolerance, then a robust set of link weights can serve any traffic variation during the day. Whether one works better than the other requires computing and analyzing link weights, customizing/tailoring for a particular service provider’s network. Another important consideration is equipment/line-card failures. The question then is how does traffic rerouting impact the overall performance. To avoid link weight re-optimization in the event of a failure, an integrated link weight can be determined with failure restoration also as a goal; for example, see [308], [470], [532], [564], for additional details.

It may be noted that many large ISPs use IP with Multiprotocol Label Switching (MPLS). MPLS allows flexible options for traffic engineering controls in order to route customers’ traffic. We will present MPLS in Section 18.3 and discuss MPLS traffic engineering in Section 19.1.2.
We conclude this section by briefly discussing interdomain traffic engineering. While each ISP is motivated by its own interest in optimizing its intradomain network, the need for interdomain traffic engineering, especially among neighboring ASes, is motivated by issues such as managing inbound traffic, managing outbound traffic, and selecting peering points optimally rather than relying on early-exit routing for a sub-optimal solution [217], [439]. In general, interdomain traffic engineering may involve a contractual peering agreement. In general, interdomain traffic engineering is an emerging area that requires further research.

9.8 Internet Routing Instability

Routing instability in the global Internet is caused by a variety of factors. A series of studies based on actual measurements in the mid-1990s first pointed out routing instability on the global Internet ([389], [391]). We start with an example from this series of work. Suppose that the CPU at a BGP speaker is overloaded. Then, it is possible that KEEPALIVE messages are not communicated on a timely basis; this can make the BGP speaker on one end think that the other end is not available any more, much as if the link between the routers has gone down. Each router can then generate a series of messages to indicate nonreachability, which can cascade from one AS to another one, thus causing a network storm effect. A second related problem is when the CPU overload subsides and both the routers determine that they can talk to each other again (that means the link is up again); this can cause another storm of activities in regard to re-updating reachability information, thus causing unstable behavior. Since that time, router vendors have made significant progress on how to handle KEEPALIVE messages during CPU overload, for example, by giving priority to such messages over regular traffic. Furthermore, route flap dampening (refer to Section 8.9) has been added to the BGP protocol to minimize any storm effect that can be created.

For a more recent example of CPU overload, we consider the impact of a virus on the routing infrastructure. Routers usually cache forwarding path for commonly routed IP addresses to provide fast lookup and fast packet forwarding. During the Code Red-II and Nimda virus attack [156], [157], [728], instances of the virus started random IP address scanning; this resulted in cache misses as well as generation of router error messages through ICMP error messages, leading to extensive CPU overload in routers, thus causing further storm like instabilities.

The CPU overload problem provides an example of what types of routing instability can/might occur. There are multiple sources of problems that can lead to instability; for example, (1) layer 2 data link failure or layer 2 timer device failure, (2) virus attacks, (3) software bugs, and (4) router configuration error. Note that not all of these can be labeled as failures. Some of the incidents can cause the entire BGP session to be disconnected for a long time, while others may result in intermittent problems where the session goes down and comes back up again. Because of the BGP protocol’s reachability concept, withdrawals and announcements are generated. If the entire architecture was built on the notion of single homing with just transits for connectivity to other ASes, this would not be a major concern. However, in light of multihoming AS, and a transit AS being connected to multiple ASes due to either public or private peering, the effect can be magnified. Due to the path vector protocol nature of the BGP protocol and to avoid a route looping problem, finding another path through other ASes can take a long time, and in fact, can require many exchange of messages;
we have illustrated such a behavior earlier in Section 3.5 when we illustrated an example in which a multihomed AS loses connectivity to its multiple providers (ASes).

Another effect of a BGP session drop/restart is that it can lead to duplicate announcements due to the operation of the timers. This can be addressed by BGP speakers maintaining partial state information about announcements to its peers.

A recent study has looked into the BGP storm issue and also tried to understand if it affects the data plane, i.e., does a control plane problem cause a data plane problem? This study observed that it may or may not. While during Code Red and Nimda viruses, the BGP update storm was prevalent, it did not necessarily affect the data plane, while during another virus, known as Slammer virus, did affect the data plane performance. For additional detail, see [607].

Finally, a general concern is that some small unknown problems in one part of the Internet routing architecture could cause significant instability to the overall system; such an effect is often referred to as the *butterfly effect* [424]. We have already seen some examples that can be labeled the butterfly effect. Certainly, there have already been many checks and balances introduced to the routing system to avoid/minimize such behavior; however, butterfly effects in the routing system in the future due to yet unknown factors cannot be completely ruled out. In general, understanding Internet routing instability and finding good solutions continue to be an active research area.

### 9.9 Summary

In this chapter, we present Internet routing architecture, starting with its initial evolution. Clearly, Internet routing architecture has experienced tremendous growth and changes in the past decade since the introduction of NAPs. Business agreements have played critical roles in public and private peering in order to provide efficient traffic movement through the Internet. In parallel, we have seen the emergence of the role of policy-based routing.

Traffic engineering objectives are also somewhat different for certain ISPs due to the service they provide to their customers. Thus, appropriate adjustments are needed. Furthermore, global Internet routing instability remains a concern in light of conflicting goals and unknown factors.

A general question remains about viability/scalability of BGP as Internet continues to grow; thus, the exploration of new routing paradigms for large, loosely connected networks is an important research direction.

### Further Lookup

There are many foundational problems associated with interdomain routing as the Internet grows [216]. They can be classified broadly into two categories: (1) policy-induced problems, and (2) scalability-induced problems. Examples of policy-induced problems are policy disputes between ASes, policy enforcement, and secure route advertisement. Examples of scalability-induced problems are nonvisibility of paths when route reflection does not distribute all routes, IBGP/EBGP interactions causing loops and oscillations, difficulty to determine the cause of update triggers, and a BGP speaker’s ability to handle routes as the number of routes grows. This is an interesting class of problem domains that requires further inquiry.
Another problem of importance is whether the current Internet architecture provides structural incentive for competitive providers at the access network level for interdomain routing so that multiple choices are available instead of a single way out. This area also has received attention recently; for example, see [753], [754].

For traffic engineering in the presence of inter-domain issues and to address restoration of the tier 1 backbone, see [217], [308], [439], [595]. For provisioning of BGP customers, see [260]. Understanding the AS-level topology is an active area of research; for example, see [438], [506].

Policy-based routing is an important topic that has emerged as a result of experience with the NSFNET. Early discussions on policy-based routing can be found in [93], [144]. The BGP convergence issue in the presence of policy-based routing has raised significant interest in recent years, for example, in regard to the stable paths problem and inter-domain routing [243], [265], [388], [728].

Many providers maintain web sites that announce their policies on peering; for examples of current peering policies by large ISPs, see [20], [40], [656], [718]. It is, however, not always easy to determine who peers with whom, and whether through public or private peering; nonetheless, some information on peering relations can be found at [552]. Settlements on payment between customers and providers were described in [692]; for a recent discussion, see [305].

For other general issues related to the Internet, see [636] for routing stability, [168], [182] for interdomain routing history and requirements, [445] for routing design, [550] for end-to-end routing behavior, and [256], [749] for a detailed discussion on network neutrality.

Exercises
9.1. Review questions:
(a) What is the relation between an AS and an ISP?
(b) Is policy routing checked on the inbound or the outbound interface of a BGP speaker?

9.2. Suppose that you manage an ISP that has its own AS number and your domain serves as a stub AS. Occasionally, your AS receives traffic that does not belong to your AS. Identify possible cause(s) for this behavior.

9.3. For a given IP address, how would you find out its home AS number?


9.5. While inspecting your BGP speaker, you found that an AS number shows up more than once for certain destination IP prefixes. Why is this possible?

9.6. Consider policy-based routing. Investigate possible scenarios in which oscillator behavior and/or loss of reachability might occur.
Part III: Routing in the PSTN

In this part, we present routing in the PSTN.

In Chapter 10, we start with a discussion of hierarchical call routing. We then delve into a number of dynamic call routing schemes, and present a qualitative discussion on their similarities and differences.

The notion of traffic in the telephone network is presented in Chapter 11. A set of control schemes that works in tandem with routing is discussed. In this framework, we then describe voice traffic engineering and present performance behavior of dynamic routing schemes by considering traffic load and capacity.

To facility call routing in PSTN, the SS7 network and its services play important roles. Thus, in Chapter 12, we present SS7 networking and discuss how the service functionality it provides through ISUP is used in call set up and control. We also discuss the SS7 protocol stack architecture, as well as message routing in the SS7 network.

Finally, in Chapter 13, we present PSTN routing taking into account E.164 addressing. Our treatment gradually changes from a nation-wide single provider environment to multi-provider scenarios, while introducing how SS7 messaging facilitate call routing decision in a multi-provider environment. We also discuss number portability and its impact on changes in call routing decision.
10
Hierarchical and Dynamic Call Routing in the Telephone Network

A good hockey player plays where the puck is. A great hockey player plays where the puck is going to be.

Wayne Gretzky

Reading Guideline
Understanding hierarchical routing gives you an idea about the issues involved in doing loop-free routing in an information-less setting. The section on dynamic routing can be read independently, although reading about hierarchical routing first provides a better perspective. Related traffic engineering problems will be discussed in Chapter 11. The discussion on dynamic call routing is also helpful in understanding quality of service routing presented later in Chapter 17.
Routing is a critical function in the global switched telephone network. The routing architecture in the switched telephone network is based on the notion of hierarchical routing that was originally designed a half a century ago, and the hierarchical concept as it was thought of is still in place in the overall global switched telephone network architecture. In addition, dynamic call routing schemes have been introduced in the past 25 years that can function in this hierarchical architecture.

In this chapter, we will present both hierarchical routing and dynamic routing. The reader might want to note that the term dynamic routing used in this chapter refers to dynamic call routing in the telephone network; it should not be confused with dynamic routing in IP networks.

We start with a few definitions. Circuit switching is used for call routing in the telephone network. Circuit switching refers to the mechanism of communication in which a dedicated path with allocated bandwidth is set up in an on-demand basis before the actual communication can take place. On-demand means that the path is set up quickly when the request is made. The dedicated path is released immediately when the communication is over. The most well-known application of circuit switching is telephone network calls. The call bandwidth for a wire-line telephone circuit is 4 kilohertz in the analog mode or 64 Kbps in the digital mode. That is, a voice connection in the wired telephone network takes up a voice circuit established through circuit switching, requiring 64 Kbps of bandwidth. When a circuit is considered on a link, it is also referred to as a trunk. Thus, the terms circuit and trunk will be used interchangeably. The term trunkgroup refers to a group of circuits or trunks on a link between two directly connected switches; a trunkgroup is also referred as an inter-machine trunk (IMT) while considered in the context of connecting two switches. A switch in digital telephony is a time-division–multiplexed (TDM) switch. In this chapter, we will use node, switch, and TDM switch interchangeably.

10.1 Hierarchical Routing

We first start by describing hierarchical routing in a telephone network.

10.1.1 Basic Idea

Telephone networks have been around for over a century. However, the need for any form of routing did not arise until the 1930s. Until then, essentially point-to-point direct links (trunkgroups) were set up to connect calls between different places; there was no routing involved. The need for routing arose for two primary reasons: (1) point-to-point links lead to the $N^2$ problem, i.e., if there are $N$ nodes in a network, we need $N(N - 1)/2$ directly connected links; thus, as more and more cities (with multiple switches) offer telephone services, this problem grows significantly, and (2) it was recognized that some trunkgroups were less utilized compared to others; thus, if there were any way to take advantage of this by routing calls through less utilized trunkgroups, capacity expansion could be avoided. Capacity expansion used to be very costly and still is in many cases. There is another impetus to arriving at some form of routing: as the switching technology started to move from old mechanical switches to electromechanical switches, the possibility of switching being capitalized to perform some form of routing became more than a thought.
This is where we need to understand something important. Unlike routers for the Internet (as discussed elsewhere in this book) that have the ability to compute and store routing tables, telephone switches did not have this ability in the early years. Thus, routing was to be performed in an age when neither information storage nor information exchange was possible. When you think about it, this is a complicated problem. This problem becomes more pronounced when you add an important requirement of routing: *looping must be avoided*. There is another important point to note here. With the technology available at that time, the call setup was accomplished through *progressive call control (PCC)* by forwarding setup signaling from one switch to the next; this is to be done in an information-less setting—that is, nodes did not have any ability to exchange any status information. Thus, a call control cannot get back to a switch from where it started; there was no way to look backward. The question is: how can looping be avoided and yet provide some form of routing by forwarding a call from one trunkgroup to another as the call goes from one switch to another in such an information-less setting? The Bell System came up with an innovative idea for routing without looping. The basic idea was to introduce *hierarchy* among network nodes and still use PCC. To describe it, we start with a simple illustration.

### 10.1.2 A Simple Illustration

We start with a four-node illustration (Figure 10.1). In this example, switches are divided into two levels: switches 1 and 4 are at the lower level and switches 2 and 3 are at a higher level; furthermore, switches 1 and 2 are in the same ladder of the hierarchy, while 4 and 3 are on another ladder.

First consider Figure 10.1(a). A call from switch 1 to switch 4 can take the direct link (if it exists). However, if the direct link 1-4 is busy, the call overflows and is attempted on link 1-3. The important thing is that the control of the call is forwarded on this link with the call attempt. Once the call reaches switch 3, the call can only go toward its destination, which means taking link 3-4. If capacity is available on link 3-4, the call is carried through on link 3-4. However, if there is no capacity available on link 3-4 when the call arrives at node 3, the call is considered *lost*, and the network cannot retry through another path; because of PCC. A lost call means that users hear a fast busy signal, and the user has to hang up and redial the number. It is, however, important to recognize that the scheme still provides alternate routing. If the call cannot find an available circuit on the outgoing link 1-3, the call can be attempted on link 1-2 as the *final* trunkgroup, where switch 2 is the switch above switch 1.
in its direct hierarchy. Thus, the trunkgroups in hierarchical routing networks are classified into two groups: high-usage (HU) trunkgroups and final trunkgroups. So, which ones are HU groups? In this example, trunkgroups 1-4, 1-3, and 2-4 are HU groups since they are not necessary but are installed because of the high volume of traffic between those end nodes connecting such trunkgroups. A final trunkgroup means that there is no other trunkgroup to overflow to if a call does not find a circuit on a final trunkgroup. Thus, for a call from switch 1 to switch 4 (for Figure 10.1(a)), route attempt options are in the following fixed order: 1 → 4, 1 → 3 → 4, and 1 → 2 → 4. Usually, such usage of switches 2 and 3 is called tandem switches, which create the opportunity to provide alternate routing paths as transiting nodes.

Now consider Figure 10.1(b) where trunkgroup 2-3 is now added, compared to Figure 10.1(a). Since this is a two-level hierarchy example where there are no switches above switches 2 and 3, trunkgroup 2-3 is also a final trunkgroup. In this network, a call from switch 1 to switch 4 has the following fixed order for attempting to route a call: 1 → 4, 1 → 3 → 4, 1 → 2 → 4, and 1 → 2 → 3 → 4. In this network, a call can originate at either switch 2 or 3 as long as it has a lower layer interface for call origination; thus, in the figure a dark circle (indicating a switch at the lowest level) is embedded into the second-level switch. Now, for a call from switch 2 to switch 4, there are two routes in the following order: 2 → 4 and 2 → 3 → 4; the first route is allowed since the HU group 2-4 is the destination switch. For a call from switch 2 to switch 3, there is only one route: 2 → 3.

How does the hierarchy of nodes help? Consider a call originating at switch 2 for either 3 or 4. It is not allowed to go down toward its immediate lower-level switch for routing; for example, 2 → 1 → 3 and 2 → 4 → 3 are not valid routes for calls from switch 2 to 3. Otherwise, in a PCC environment, a looping can take place since a call originating at switch 1 will go to switch 2, which will send it back to switch 1!

In summary, the main rules for routing (while avoiding looping) in a hierarchical routing environment can be summarized as follows:

- A switch in a higher level must have the switching function of the lower level in a nested manner. This is known as the multiple switching function rule. In Figure 10.1(b), switches 2 and 3 internally have switching functionalities of the lower-level switches.

- Calls must be routed through the direct switch hierarchy, both at the originating switch and the destination switch. This is known as the two-ladder limit rule. In Figure 10.1(b), the direct switches hierarchically above switch 1 and switch 4 at the next level are switch 2 and switch 3, respectively. Now, imagine a fifth switch (switch 5) at the same level as switches 2 and 3 in Figure 10.1(b), and a HU trunkgroup between 1 and 5, and also another HU trunkgroup between 4 and 5. A call from switch 1 to 4 is not allowed to take the route 1 → 5 → 3 → 4 or the route 1 → 5 → 4, since switch 5 is not in an originating or destination switching hierarchy of switch 4.

- For a call from one area to another, a HU trunkgroup from a switch in the originating area to a switch at the next higher level in the destination area is a preferred selection over the final trunkgroup to the switch at a level directly above it. This is known as the ordered routing rule. In other words, the route order of attempts is predefined and consistent when multiple routes exist and is based on the level and location of switches in different areas.
Thus, in Figure 10.1(b), for a call from switch 1 to 4, the route $1 \rightarrow 3 \rightarrow 4$ is preferred over route $1 \rightarrow 2 \rightarrow 4$. Using the same rule, for a call from switch 4 to 1, route $4 \rightarrow 2 \rightarrow 1$ is preferred over $4 \rightarrow 3 \rightarrow 1$.

### 10.1.3 Overall Hierarchical Routing Architecture

In the previous section, we discussed hierarchical routing using switches at two levels. In a national network, there are actually five levels defined in the hierarchy. At the bottom are the end office switches; as we move up, we go from toll switching centers to primary switching centers to secondary switching centers to regional switching centers. The five levels of switching hierarchy are shown in Figure 10.2.

From a geographic perspective, there is another way to view the network that takes a planar view. This is shown in Figure 10.3. We can see that the part of the network that is under a regional switching center is essentially a tree-based network except for any HU trunkgroups (marked by a dashed line) that connect a switch under one regional switch to another switch in the same region or a different regional switch. The network at the regional switching center level (or the highest level if all five levels are not used) is fully connected.

To summarize, through the introduction of a hierarchy of switching nodes, several issues were addressed simultaneously:

- The scalability issue of full connectivity or $N^2$ growth in number of links in a network at the end-office level is addressed. Full connectivity is needed only for a handful of switches at the highest level of the hierarchy. To obtain some perspective [697, §4.1.5], by 1981 (before the breakup of the Bell System), there were 20,000 end offices in the United states;
imagine trying to link all of them directly in a fully connected network! However, there were only 10 regional switching centers needed.

- Multiple alternate paths were available in many cases between end offices where the call was attempted in a predefined order. An important point is that routing was accomplished without requiring any information exchange between switches, that is, in an information-less environment.

- Looping was avoided by defining carefully rules for switching hierarchy and forwarding of calls.

A final note is how to address routing of international calls from one country to another. In the hierarchical routing structure, another switching level is defined above the regional switching center to connect trunkgroups from one country to another country.

Thus, hierarchical routing can be briefly summarized in the following way: switches in the network are placed at different levels; a call can move up a trunkgroup from a lower-level switch to a higher-level switch unless the call is going from a higher-level switch directly to the final destination switch; a call can go from one switch to another in the same level if the second switch is in the “destination region.”

10.1.4 Telephone Service Providers and Telephone Network Architecture

Until the divestiture of the Bell System in 1983, the entire hierarchy of the telephone network was provided by the same telephone service provider (TSP) in the United States. In fact, in most nations across the world, the telephone network is still provided by the same provider. With the breakup of the Bell System in the United States, different TSPs play different roles in carrying a call. A call originates in an access TSP, a “local exchange carrier (LEC),” where the call starts from the end office. If the call is destined for another user in the same LEC, the
10.2 The Road to Dynamic Routing

Now that we have learned about hierarchical routing, we are almost ready to discuss dynamic routing. Before we go from hierarchical routing to dynamic routing, we need to note and understand a few critical issues.

10.2.1 Limitation of Hierarchical Routing

The need for dynamic routing is better understood if we understand the limitations of hierarchical routing. Recall that while hierarchical routing avoided the looping problem by clever use of nodes at different levels along with a set of rules, it also led to situations in which some trunkgroups could not be used for routing even though capacity was available.

Consider Figure 10.5, where switches 1 and 4 are at a lower level and switches 2 and 3 are at a higher level. We can see from the figure that a call originating in switch 1 destined for switch 4 can use the HU trunkgroup 1-4 or overflow the call to routes 1-3-4, or 1-2-4 or finally to 1-2-3-4. However, a call from switch 2 to switch 3 can only use the final trunkgroup 2-3; it cannot use a path such as 2-1-3 or 2-4-3, although at the time of the arrival of the call there might be plenty of trunks available on links 2-1, 1-3, 2-4, and 4-3. Thus, you can see the inefficiency in how hierarchical routing works.
10.2.2 Historical Perspective

In the 1970s, the idea of being able to have some flexibility in routing that can use unused capacity, rather than the limitation imposed by hierarchical routing, was explored. One important issue that needed to be addressed was the looping problem—that is, it could not be done within the framework of the hierarchical routing since a major reason for using hierarchy was to avoid the looping problem. In the 1970s, some important developments took place in parallel: the first was the ability to use stored program control (SPC) in a switch, and the second was the development of common channel interoffice signaling (CCIS). SPC provided the software functionality for switching control. CCIS provided the ability to exchange control information such as call setup and tear-down through out-of-band signaling instead of using in-trunk signaling for such functions, which was becoming noticeably slower when a call needed to go over multiple trunkgroups in serial to its destination; this out-of-band communication was a data communication service, meaning that information was exchanged as data packet services. Through evolution, CCIS, which used to be referred to as CCIS6, became CCS and eventually SS7; see Chapter 12 for further details.

In addition, there was another important observation, especially in the continental United States. Due to different time zones in the country, there were times when certain trunkgroups were idle or had very little utilization, but again, due to hierarchical routing, these trunkgroups could not be used. An example involves calls between New York and Atlanta, which are located in the Eastern time zone, at 8:00 AM. If the trunkgroup between New York and Atlanta is fully occupied at that time, a newly arrived call between these two cities could be alternately routed via Los Angeles, located in the Pacific time zone, which is 3 hours behind the Eastern time zone. It is then 5:00 AM in Los Angeles and it is less likely that there will be many calls between New York and Los Angeles or between Atlanta and Los Angeles at that time. This means the new call can conceivably use New York–Los Angeles and Los Angeles–Atlanta trunkgroups to route this call. While this is an extreme example, it suggests that at least the set of routes a call between two switches can attempt can possibly be different depending on the time of the day, that is, the routing can be time-dependent rather than having the same or a fixed order at all times of the day. In essence, we can start to see that some form of dynamic routing that is at least time-dependent can be of benefit to the network in terms of carrying more calls. Actually, the potential benefit of dynamic routing is often credited to Nakagome and Mori [519], who first discussed the benefits of flexible routing.

As you can see, in the above illustration, all the routes are of a maximum of two links (trunkgroups). We want to clarify that these two links are only in the core of the network. The
actual call dialed by a user arrives at an end office from which the call is forwarded to the ingress switch in the core network. Similarly, from the egress switch, the call goes to the end office at the other end before reaching the actual receiving user. Thus, the maximum two-links part is addressed only between the ingress and the egress switch in the core network. Obviously, more than two links in this part can be possible. However, there are three important drivers that led to all dynamic routing methods to limit calls to a maximum of two links:

- An issue was how to handle the looping problem. It is easy to see that the looping problem can be easily handled with a maximum of two links for a call: a call can be going directly from the ingress switch to the egress switch on a direct link; if this link is busy, the call can try another route going from the ingress switch to an intermediate switch. The intermediate switch on receiving the call knows that the call needs to be sent directly to the egress switch, not another intermediate switch, due to the limit on the number of links. This then automatically avoids any looping problem.

- A second issue was the complexity of software implementation of the dynamic routing function. Note that the concept of dynamic routing arose toward the end of the 1970s and early 1980s when software for telephone switches was still in its nascent stage, not to mention the high cost of implementing a complex function. The goal was to keep the complexity down, for example, if the looping problem could be addressed easily without introducing software complexity.

- There is minimal incremental gain from allowing more than two links. Common sense indicates that if more than two links are allowed, a network will certainly have more paths to the destination, and thus would have the ability to complete more calls. However, a telephone network is required to maintain an acceptable grade-of-service (GoS); in the United States, this was mandated by the Federal Communication Commission (FCC). An acceptable level of GoS was to maintain average call blocking at 1% or lower; an additional discussion of call blocking is presented later in Chapter 11. What we need to understand is that if a network is provisioned with a bandwidth to meet 1% call blocking GoS in the presence of dynamic routing where a call is limited to a maximum of two links, how much incremental gain can we gain if we were to have dynamic routing with more than two links? It was reported in [30] that this gain was not significant, i.e., the blocking would go down from 1% to about 0.96%.

Now, from the first two items, we can see that the software complexity can be minimized if a route is limited to a maximum of two-link paths. From the third item, when considered along with the software complexity issue, we can see that the gain in reduction in blocking can come at a very heavy price in terms of increased software complexity. Rather, if keeping GoS low is an important goal, it can be achieved by other means, for example, adding more capacity to the network. At the same time, it is easy to recognize that if we can provide many alternate paths between two switches, we have the opportunity to reduce call blocking. In a network with a maximum of two links for a path, the simplest way to achieve this is to make the topology of the network fully connected or nearly fully connected. For example, in a fully connected network with $N$ switches, there are $N - 2$ two-link paths in addition to the direct link path.
10.2.3 Call Control and Crankback

Hierarchical routing uses a progressive call control (PCC) mechanism. This means that the call control is forwarded from one switch to another until it reaches its destination unless the call cannot find any outgoing trunk at an intermediate trunk; in this case, the call is lost. In other words, the control of the call is not returned to the originating switch to try another possible path.

Suppose we could return the control of a call from an intermediate switch to the originating switch. This would mean that the network is providing originating call control (OCC); the functionality of returning a call to the originating switch and trying another route is called crankback. With the advent of the dynamic call routing, the question of whether the network should provide PCC or OCC and whether it should provide crankback also arises.

Figure 10.6 illustrates how crankback works and its relation to OCC and PCC. Consider a call arriving at switch 1 destined for switch 2. It can try the direct link path 1-2. Suppose there is no bandwidth available on link 1-2 when the call arrives. The call will then attempt to use the next route in the routing table 1-3-2. If link 1-3 has no available capacity, the call will attempt the next route in the routing table 1-4-2; this overflow attempt is, however, not a crankback. So what is a crankback? Consider a slightly different situation. Suppose when the call attempted the second route 1-3-2, it found bandwidth on the first link 1-3 and thus the control of the call is forwarded to node 3; however, on arriving at node 3 it was discovered that there is no bandwidth available on link 3-2 for this call. There are two possibilities: either send the control of the call back to the originating switch 1 and let the originating switch decide what to do next (for example, try another route such as 1-4-2), or drop the call. The control of the call can be sent back to the originating switch 1 if the network has OCC, the process of reverting back to switch 1 and trying another route is called crankback. If the network does not have OCC, it must act as PCC. Thus, drop the call means that the call on arriving at node 3 is lost due to nonavailability of capacity on link 3-2; this occurs due to PCC, the call control cannot be returned to switch 1. As you will see later, some dynamic routing schemes provide OCC while others do not.

\[\text{FIGURE 10.6 Illustration of crankback.}\]
10.2.4 Trunk Reservation

Trunk reservation, also known as state protection, refers to logical reservation of a part of a capacity on a link for its own direct traffic. Note that trunk reservation does not mean physical reservation of a trunk. In this sense, this is a misnomer, and state protection is a better name. We have decided to retain the term trunk reservation because of its historical use and the prevalence of the use of this term in a large body of literature over the years.

Trunk reservation refers to a threshold on a trunkgroup; if a trunkgroup is not filled with calls before this threshold is reached, a call between other origin-destination pairs can still use a trunk from this trunkgroup. Consider trunkgroup $\ell$ connecting switching nodes $i$ and $j$ with capacity $c_{ij}$, which is given in a number of circuits. Suppose the trunk reservation parameter is given by $r_{ij}$, also given in number of circuits. If $r_{ij} = 0$, then no trunk is reserved. However, if $r_{ij} = c_{ij}$, trunkgroup $i-j$ does not allow any alternate routing; certainly, in real networks this condition is never used. Typically, $r_{ij}$ is close to zero; it should not be too low or too high. A rule of thumb is that $r_{ij} \approx \sqrt{c_{ij}}$; later, in Section 11.8, we will illustrate the impact on performance for different values of trunk reservation.

Another interpretation of trunk reservation is that a call that connects the ends of trunkgroup $i-j$ is given access to all capacity $c_{ij}$, while a call for another origin-destination pair that is using link $i-j$ can have access to effective capacity, $c_{ij} - r_{ij}$. You may wonder why we need to do this. While dynamic routing provides flexibility to use multilink paths for routing, under certain loads it may not be desirable to route calls on multilink paths for the benefit of the network. Consider a path made up of two links; it can route a call for the end nodes of this path, or, from the point of view of the network, each link can be used to carry a call for the end nodes of each link. Thus, a network carrying two calls, one call each on direct link paths instead of one call carrying on the two-link path made up of the same two direct links, has more call-carrying capacity. To illustrate this, consider a three-node network where links between each node have one unit of capacity each. We number the nodes as 1, 2, and 3. Here, the maximum call carrying capacity is three—one each for each pair of nodes on the corresponding direct link, that is, 1-2, 1-3, and 2-3. However, if we allow a pair of nodes to use the alternate path, say for pair 1:2 we allow a call to take the route 1-3-2, then the network would have only two call-carrying capacity—one on the direct path for pair 1:2, another on the alternate path 1-3-2, and none for other pairs.

It so happens that in the absence of trunk reservation, dynamic routing can exhibit bistability in certain load conditions (refer to Section 11.8). That is, a network can have different blocking levels for the same offered load, sometimes staying in one for a certain amount of time and then moving to another due to fluctuation in load. This is also referred to as metastability (or bistability). By using trunk reservation, this metastable behavior can be minimized and often avoided. A formal definition of offered load will be presented later in Chapter 11; furthermore, in Section 11.8.4, we will discuss the implication of no trunk reservation and metastable behavior.

10.2.5 Where Does Dynamic Routing Fit with Hierarchical Routing?

When a hierarchical routing architecture already exists, the question of where to fit in dynamic routing arises. When dynamic routing is introduced as the routing scheme within an
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IXC’s network, the switching level of switches in the dynamic routing network can be thought of as if it is at the primary switching center level. In other words, toll switches and end-office switches are considered to be in a level below the switch level of dynamic routing switches. This is illustrated in Figure 10.7.

It may be noted that both an end-office switch or a toll switch may be connected by a trunkgroup to a switch in the dynamic routing network. Consider end-office switch 9, which is connected to the dynamic routing core via toll switch 8. However, end-office switches 6 and 7 are directly connected to the dynamic routing core. Furthermore, we can now see that a call from one end office to another end office can traverse at least three trunkgroups (for example, 6-1, then 1-3, and finally 3-7), or it can possibly be five trunkgroups where at most two trunkgroups are in the dynamic routing core (for example, 9-8-5-4-3-7).

10.2.6 Mixing of OCC and PCC

It is possible to mix OCC and PCC from the perspective of an end office to another end office. The edge networks, where a call starts and ends, have PCC while the dynamic routing core has OCC. Consider again Figure 10.7. A call originating in end-office switch 9 and destined for switch 7 uses PCC to forward the call to switch 8, which forwards it to switch 5. Then switch 5, being the originating node in the dynamic routing core, may hold the control of the call and try alternate routes within the dynamic routing network until the path is established to switch 3, the destination node within the dynamic routing core for this call. Once the call is established within the dynamic routing core to switch 3, the call control is forwarded from switch 5 to switch 3 so that progressive call control can be used for completing the call to end-office switch 7.

10.2.7 Recap

We now summarize a few key points about dynamic routing. All dynamic routing schemes for the telephone networks allow at most two links for a call. Often, the network is fully-

FIGURE 10.7  Dynamic call routing in conjunction with hierarchical routing.
interconnected, or nearly fully-interconnected. Also, all schemes include trunk reservation. They all differ in the following areas:

- Progressive or originating call control, and crankback.
- Time-dependent, or adaptive.
- Off-line computation, or near on-line computation.
- Routing calculation.
- Link information used and how it is used.

10.3 Dynamic Nonhierarchical Routing

Dynamic Nonhierarchical Routing (DNHR) is the first implemented dynamic routing scheme. It was first deployed in AT&T’s long-distance telephone network in 1984 and was retired in 1991. We discuss it here primarily for its historical context and its evolution to RTNR, which is discussed later in Section 10.6.

DNHR is a time-dependent routing. This means that the set of routes available (and their order) at different times of the day is different. In the case of DNHR, the 24-hour time period spanning a 7-day week was divided into 15 load set periods: 10 for the weekdays and 5 for weekends. The different number of load set periods was determined based on understanding traffic patterns. For example, the same routing pattern can be used from midnight to 8 AM due to low traffic volume.

For each load set period, based on traffic projection, a set of routes is computed ahead of time. Typically, traffic projection and routing computation were computed off-line 1 week in advance and the routing table is then uploaded to each switch in the network. The routes so computed ahead of time are referred to as engineered paths. When an actual call arrives at a switch, the switch first determines the correct routing table based on the time of arrival and tries the various paths in the order shown in the routing table. Certainly, the actual traffic would be different than the projected traffic demand volume. Thus, the routes computed and the order of routing provided from off-line computation may not be optimal at the actual time. One way for the network to obtain some flexibility in such a situation is to allow the crankback option. For example, if there are three engineered paths between a source and a destination, a call can first attempt the first path (which is often the direct link path). If no bandwidth is available on the first path, the call tries the second path, and so on, as described earlier in Section 10.2.3.

While engineered paths can provide an acceptable GoS under normal operating conditions, they may not always be well suited if a traffic overload occurs; this is partly because the engineered paths are computed based on traffic projection. To circumvent this situation, DNHR allows additional paths to be considered almost on a real-time basis that are appended to the list of engineered paths; these additional paths are referred to as real-time paths.

If the blocking between a pair of switching nodes goes beyond an acceptable threshold, a new estimation of traffic over every 5-min window is invoked; based on this 5-min short-
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<table>
<thead>
<tr>
<th>Time Period</th>
<th>Routing Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morning</td>
<td>7 3 6 4</td>
</tr>
<tr>
<td>Afternoon</td>
<td>7 6</td>
</tr>
<tr>
<td>Evening</td>
<td>7 4 6</td>
</tr>
<tr>
<td>Weekend</td>
<td>6 4</td>
</tr>
</tbody>
</table>

FIGURE 10.8  Engineered and real-time paths in DNHR between New York (switch 5) and Los Angeles (switch 7). Engineered and real-time paths are partitioned using a vertical line, whereas real-time paths are listed in italics in the routing table; note: switch 7 in the routing table indicates a direct link path. (Adapted from [27].)

In this traffic snapshot, a centralized computation at the network management center seeks trunkgroups that have available capacity to determine real-time paths. These newly computed paths are then loaded into the network switches. The use of engineering and real-time paths is illustrated in Figure 10.8.

We now need to understand how many alternate paths we can store (cache) for such engineered and real-time paths. Note that for an N-node network that is fully connected, a pair of switches has \((N - 1)\) possible paths that are made of a maximum of two links. For example, for a 100-node network, there are 99 possible paths. Now, if we consider that an ordered routing list for each of the 15 load set periods is needed and that a switch needs to keep such routes for every destination switch, the list of paths that need to be loaded in a switch can be quite large. This is a major issue that the designers of DNHR faced, especially given that this development was done in the early 1980s when processors were not as fast as today’s processors and memory was very expensive as well. The solution that was arrived at was to allow each source destination switch pair to have a maximum of 15 routes in the routing list per load set period per switch pair; of these, a maximum of 10 could be for engineered paths and the other 5 for real-time paths. In practice, it was often found that three to four engineered paths were enough.

To summarize, DNHR allows at most two links for a call within its network, as do the other dynamic routing schemes. DNHR is based on OCC, and it allows crankback. DNHR employs trunk reservation. It is a time-dependent routing scheme in which some routes (“engineered paths”) are computed off-line ahead of time, while other routes (“real-time paths”) can be computed and appended on a near real-time basis when congestion occurs.
10.4 Dynamically Controlled Routing

Dynamically Controlled Routing (DCR) was originally developed by Bell-Northern Research (which became Nortel Networks) [66], [680]. DCR is an adaptive routing scheme that can be updated frequently (usually every 10 sec) based on the status of the network links. The computation of routes to be cached has been done through a centralized route processor (Figure 10.9). Routes take at most two links to complete a call, and crankback is not implemented in this scheme. Thus, with PCC, if a call is blocked on the second leg of a two-link call, the call is lost; this means that the user has to try again. DCR has two fall-back mechanisms: (1) in a situation in which the route processor is down or cannot compute routes in a timely manner, or does not communicate back to the switched nodes in a timely manner, DCR continues to operate using the last known routing table, and (2) if a switch loses dynamic routing functionality for some unknown reason, the network can still operate as a two-level hierarchical routing system in which certain nodes are labeled ahead of time as nodes in the second level of the hierarchy.

To understand DCR, consider Figure 10.10 where we have indicated that the centralized route processor is where the link state information is updated regularly. We want to update the routing list for traffic between nodes \( i \) and \( j \); in addition, consider two possible intermediate nodes, \( k_1 \) and \( k_2 \), are to be considered for alternate routes. Periodically, the switching node reports its available capacity to the centralized route processor; we will denote dependency on time using the parameter \( t \). To determine this we need to consider capacity, currently used capacity, and trunk reservation at time \( t \) shown below:

<table>
<thead>
<tr>
<th>Link ID</th>
<th>Capacity</th>
<th>Currently Used</th>
<th>Trunk Reservation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i-j )</td>
<td>( c_{ij}(t) )</td>
<td>( u_{ij}(t) )</td>
<td>( r_{ij}(t) )</td>
</tr>
<tr>
<td>( i-k_1 )</td>
<td>( c_{ik_1}(t) )</td>
<td>( u_{ik_1}(t) )</td>
<td>( r_{ik_1}(t) )</td>
</tr>
<tr>
<td>( i-k_2 )</td>
<td>( c_{ik_2}(t) )</td>
<td>( u_{ik_2}(t) )</td>
<td>( r_{ik_2}(t) )</td>
</tr>
<tr>
<td>( k_1-j )</td>
<td>( c_{k_1j}(t) )</td>
<td>( u_{k_1j}(t) )</td>
<td>( r_{k_1j}(t) )</td>
</tr>
<tr>
<td>( k_2-j )</td>
<td>( c_{k_2j}(t) )</td>
<td>( u_{k_2j}(t) )</td>
<td>( r_{k_2j}(t) )</td>
</tr>
</tbody>
</table>

**Figure 10.9** DCR architecture.
If we denote the effective residual capacity on any link \( l-m \) at time \( t \) by \( R_{lm}(t) \), it is clear that
\[
R_{lm}(t) = \max\{c_{lm}(t) - u_{lm}(t) - r_{lm}(t), 0\}. \tag{10.4.1}
\]

Since an alternate path is made up of two links, the availability of capacity on a path would be the minimum of the effective residual capacity on each link of the path. Thus, the available capacity on path \( i-k_1-j \) and \( i-k_2-j \) can be written as follows:

<table>
<thead>
<tr>
<th>Path</th>
<th>Available Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i-k_1-j )</td>
<td>( \overline{R}<em>{ik_1}^{k_1}(t) = \min{R</em>{ik_1}(t), R_{kj_1}(t)} )</td>
</tr>
<tr>
<td>( i-k_2-j )</td>
<td>( \overline{R}<em>{ik_2}^{k_2}(t) = \min{R</em>{ik_2}(t), R_{kj_2}(t)} )</td>
</tr>
</tbody>
</table>

DCR uses the availability information to compute the probability of choosing an alternate path. If a path has zero availability, there is no reason to consider this path as a possible alternate path (at this time instant). Thus, choice of path is considered only for a path’s positive availability, i.e., in this case, if \( \overline{R}_{ij}^{k_1}(t) > 0 \) and \( \overline{R}_{ij}^{k_2}(t) > 0 \). Then, the probability of selecting each path is computed as follows:
\[
p_{ij}^{k_1} = \frac{\overline{R}_{ij}^{k_1}(t)}{\overline{R}_{ij}^{k_1}(t) + \overline{R}_{ij}^{k_2}(t)}, \quad p_{ij}^{k_2} = \frac{\overline{R}_{ij}^{k_2}(t)}{\overline{R}_{ij}^{k_1}(t) + \overline{R}_{ij}^{k_2}(t)}. \tag{10.4.2}
\]

Note that this is shown for two paths for node pair \( i \) and \( j \). In a fully connected network, a node pair has up to \( N-2 \) two-link alternate paths. Thus, the general expression for choosing a path via node \( k \) is given by
\[
p_{ij}^{k} = \frac{\overline{R}_{ij}^{k}(t)}{\sum_{m \neq i, j \text{ and } \overline{R}_{ij}^{m}(t) > 0} \overline{R}_{ij}^{m}(t)}.
\tag{10.4.3}
\]
There are two important points to note: (1) the above expression should be considered only for paths with positive availability capacity, and (2) the same probability calculation is performed for all demand pairs in the network, which means that no capacity is specifically curved out for a particular demand pair in this probability calculation. The second point implies that the residual capacity of a link $i$-$k$, $R_{ik}(t)$, can be used by a demand pair connecting node $i$ and $m$ where $k$ is also a possible intermediate node. Finally, note that the computation of route probabilities is performed based on the information available at $t$. At every $\Delta t$ unit of time, the switching nodes update the centralized route processor with the new status of link information for use in computing updated routes. In practice, $\Delta t$ is set to be 10 sec. Thus, the routing in DCR is very adaptive to short-term link status fluctuations.

The actual call routing in DCR uses the routing probability computation for selecting alternate paths. For each probability value computed for a path with intermediate node $k$, it imagines the probability range to be divided as follows for a set of alternate paths identified by the intermediate node identifier $k$:

$$[0, p_{ij}^1], [p_{ij}^1, p_{ij}^1 + p_{ij}^2], \ldots, \left(\sum_{m=1}^{k-1} p_{ij}^m, \sum_{m=1}^k p_{ij}^m\right], \ldots, \left(\sum_{m=1}^{K-1} p_{ij}^m, 1\right].$$

When a call arrives at node $i$ destined for node $j$, the call first tries the direct link $i$-$j$. If there is no capacity available in the direct link path at that instant, the call then generates a uniform random number between 0 and 1. Depending on where this number falls, the appropriate alternate path is chosen to try the call. For example, if the probability value is between 0 and $p_{ij}^1$, an alternate path with intermediate node identifier 1 is attempted. Similarly, if the random number falls between $p_{ij}^1$ and $p_{ij}^1 + p_{ij}^2$, an alternate path with intermediate node identifier 2 is attempted, and so on.

**Example 10.1  Illustration of DCR path computation.**

We will now illustrate DCR by using a four-node example. For simplicity, we show the residual capacity of each link in Figure 10.11. For demand pair 1:2, there are two alternate routes: 1-3-2, and 1-4-2. Here, the availability for each path is as follows:

<table>
<thead>
<tr>
<th>Path</th>
<th>Available Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-3-2</td>
<td>$R_{12}(t) = \min{10, 7} = 7$</td>
</tr>
<tr>
<td>1-4-2</td>
<td>$R_{12}(t) = \min{3, 4} = 3$</td>
</tr>
</tbody>
</table>

Then the probability of choosing each path is

$$p_{12}^3 = \frac{7}{7 + 3} = 0.7, \quad p_{12}^4 = \frac{3}{7 + 3} = 0.3.$$  

The probability range for call selection is then set up as $(0,0.7]$ and $(0.7,1.0]$ for paths 1-3-2 and 1-4-2, respectively. For example, if an arriving call (after trying the direct link path) randomly picks the value 0.3 from a uniform random number distribution, the call will be attempted on path 1-3-2; if the random pick is 0.8, the call will attempt 1-4-2. ▲
It is important to note that an arriving call may not find an alternate path despite the probability of choosing a positive path as computed above. There are a few reasons for this. First, the probability computation is based on a snapshot taken every $\Delta t$ sec; when a new call arrives, the network state may have changed since the last computation was done. Second, a link is also a candidate for alternate paths for other demand pairs in addition to being the direct path for a call that is between the two end nodes of the link.

Consider again the four-node network of Figure 10.11, this time for calls between nodes 2 and 3. Its two alternate paths 2-1-3 and 2-4-3 have probability 0.875 ($=\frac{7}{8}$) and 0.125 ($=\frac{1}{8}$), respectively. Thus, if there is a sudden surge of calls (before the next update) between nodes 2 and 3 requiring alternate routing, they are more likely to take path 2-1-3, thus using up the available capacity on each leg of this path, that is, on links 2-1 and 1-3, quickly before calls for nodes 1 and 2 have a chance to use the residual capacity on link 1-3 for its alternate route 1-3-2.

To summarize, DCR allows at most two links for a call within its network. DCR is based on PCC and does not allow crankback. DCR employs trunk reservation. It is an adaptive routing scheme in which the probability of selecting alternate routes is computed at a centralized route processor every 10 sec based on the state of the network links obtained by the centralized system. This scheme has been deployed in the following networks: Stentor, MCI, and Sprint.

### 10.5 Dynamic Alternate Routing

Dynamic Alternate Routing (DAR) [251] was a project initiated by British Telecom. This is a distributed, adaptive routing scheme. Like other dynamic routing schemes, DAR is limited to maximum two-link routing and employs trunk reservation. DAR has no crankback and PCC is used.

For each destination switch $j$, the originating switch $i$ maintains an alternate path $k$ in its cache. A newly arrived call first attempts the direct link $i-j$. If there is no capacity available on the direct link, it tries the alternate path in its cache. If the call succeeds on this alternate path, this alternate path remains in the cache. However, if the call cannot set up a call through the alternate path due to nonavailability of capacity, the call is lost, meaning the user has to retry it. In addition, the originating node $i$ picks an intermediate node randomly and sticks this in
the cache for the next call to use. This means an alternate path remains in the cache as long as any calls using this alternate path are successfully connected; a new alternate path is picked randomly the instant the current alternate route cannot connect a call using this path.

The elegance of this routing scheme lies in its simplicity. How could such an algorithm work well in practice? To see why this algorithm works, think of calls arriving over a window of time: an alternate path that is successful remains in the cache; if an alternate path is not successful, it is probably because the links in this path are already congested. Thus, over time, a least-loaded alternate route is likely to stay in the cache for a higher percentage of time. Since network traffic can change over time, the routing automatically adapts to another least-loaded alternate path.

There is another important observation about this routing scheme: it does not require any network link status to be updated for computing routes. Such approaches are sometimes referred to as learning automata [520], [521], [657]. Sometimes, a routing scheme such as DAR is referred to as event driven routing.

10.6 Real-Time Network Routing

Real-Time Network Routing (RTNR) [34] is the successor to DNHR and was deployed in the AT&T long-distance network in 1991. It is still in use today. Unlike DNHR, RTNR is an adaptive routing scheme. The routing table for alternate routes can be updated almost on a per call basis. Consider an RTNR network with \( N \) nodes. When a call arrives at node \( i \) and is destined for node \( j \) at time \( t \), node \( i \) queries node \( j \) seeking information about the status of outgoing links from node \( j \) to a switching node \( k \) other than node \( i \), i.e., the status of link \( j-k \). Note that node \( i \) knows the status of all its outgoing links \( i-k \). Because a path is limited to a maximum of two links and circuit-switched links being bidirectional, node \( i \) can then determine the status of all two-link paths \( i-k-j \) to destination \( j \) by combining information for link \( i-k \) and link \( j-k \). Now, knowing this information, \( i \) can decide on choosing an alternate route for this call.

Now we discuss the type of information sought from node \( j \). In case of RTNR, node \( i \) requests (in its simplest form) the status of availability of all outgoing links as binary status: 1 if the link is available, 0 if it is not available. In essence, RTNR does not quite care about how much is available on outgoing links from node \( j \) as long as there is available capacity. That is, if the effective residual capacity \( R_{jk} \) as given in Eq. (10.4.1), which takes into account any trunk reservation, is positive, link \( j-k \) is available. Thus, availability of outgoing links \( j-k \) is

\[
I_{jk} = \begin{cases} 
1, & \text{if } R_{jk} \geq \hat{R} \\
0, & \text{otherwise}
\end{cases}
\]

for \( k = 1, 2, \ldots, N, k \neq i, k \neq j \), where \( \hat{R} \) is a predefined positive integer. While \( \hat{R} = 1 \) would be the lowest value for which this relation works, for practical purposes, it would be safer to use a higher value. In other words, \( \hat{R} = 1 \) would mean the link is almost congested; thus, it may not be preferable. Thus, \( \hat{R} \) in RTNR defines the threshold for indicating where a link is heavily loaded (utilized) or lightly loaded. Similarly, node \( i \) can determine the status of all its outgoing links, i.e.,

\[
I_{ik} = \begin{cases} 
1, & \text{if } R_{ik} \geq \hat{R} \\
0, & \text{otherwise}
\end{cases}
\]
FIGURE 10.12  RTNR example.

for \( k = 1, 2, \ldots, N, k \neq i, k \neq j \). Once node \( i \) receives the availability information from node \( j \), it performs the boolean “AND” (\( \land \)) operation for all intermediate nodes \( k \), i.e.,

\[
I_{ik} \land I_{jk}, \quad k = 1, 2, \ldots, N, \ k \neq i, \ k \neq j
\]

to determine the availability of alternate paths. For the subset of paths for which the result is 1, i.e., the path is available, node \( i \) selects one of the paths at random as the alternate route for this call. In reality, RTNR also does an additional “AND” operation to check preference on availability of switches, referred to as node availability, since a switch’s CPU can be overloaded (“switch congestion”) or a switch might not be preferred due to maintenance, before identifying usable paths.

We now illustrate RTNR through a simple example, where node availability is also incorporated (Figure 10.12). Consider a call arriving at node 1 destined to node 2, and suppose that the network consists of 6 nodes. Then, the status of the availability of node 1 for its outgoing links and of node 2 for its outgoing links is shown in Table 10.1.

In this example, we see that paths 1-4-2 and 1-6-2 are both usable; node 1 can then randomly choose one of them. It is important to note that if the direct link exists, the call attempts

<table>
<thead>
<tr>
<th>TABLE 10.1  RTNR route availability computation.</th>
</tr>
</thead>
<tbody>
<tr>
<td>![Table Image]</td>
</tr>
</tbody>
</table>
the direct link route first before attempting the alternate route decided by the above mechanism.

From the basic operation of the above method, we can see that crankback is not essential since the information about availability is fresh since switch \( i \) is making this decision based on querying after the *arrival* of the call. However, an important issue in circuit-switched voice networks is to keep the call setup time to a minimum. We can see that if a query is generated *after* the arrival of the call, the call has to wait for a response from the destination node and computation of path availability before the call can attempt an alternate route; this time adds up to the call setup time, i.e., post-dial delay. In general, it is desirable to avoid this delay. In practice, RTNR uses a slight variation. To choose an alternate path, an arriving call uses the query and path availability result *already* obtained for the last call for the same source–destination pair; it still generates a query to its destination node for this call, which is meant for use by a future call arriving for the same source–destination pair. This process reduces the impact on the call setup delay. However, this “one-call-old” notion introduces the possibility that a path randomly chosen from the set of available paths so obtained can possibly be stale for a new arriving call. Thus, in this case, having the crankback function allows a call to try another path from it availability list (for last call) if the first one is not available any more. In the worst case, if none of the paths from the one-call-old list works, then a call can wait for the result for its own query to see if a better path is available. However, a word of caution: such a crankback from one to the next can also induce an additional delay on call setup time; thus, this should be used only for a certain number of attempts on alternate paths for a specific call.

RTNR also allows for a network status map query at different congestion levels. Path selection for different levels is done similar to what we discussed above, except that different availability maps are generated based on a different congestion threshold values. In all cases, the query and query exchange for such information are done using the out-of-band SS7 network (see Section 12.10 in Chapter 12). Finally, RTNR can handle calls with different bandwidth requirements (“multi-rate”) and thus provide different classes of services; the multi-rate, multi-service case is discussed later in Chapter 17.

### 10.7 Classification of Dynamic Call Routing Schemes

While there are other dynamic routing schemes (see Section 10.8 and Section 11.7), the above four schemes give us a good sense about different ways to classify dynamic routing. That is, in general, dynamic routing schemes can be classified in the following ways:

- **Centralized vs. Distributed**: In the centralized system, routing computation is performed at a centralized processor. For example, DNHR and DCR fall into this category. While DNHR is done on a weekly basis based on traffic projection, DCR is done on a 10-sec interval. In the case of distributed routing, the switch itself does the routing computation, presumably relying on status obtained or observed about the network. Both RTNR and DAR are distributed routing schemes.

- **Time-Dependent vs. Adaptive**: Time-dependent routing refers to updating of the routing table at a certain time (once a day or once a week) for a preplanned set of routes a call can attempt while the set of routes may vary from one time period to another. Adaptive
rout refers to frequent update (in min or sec) of the routing table based on traffic measure-
ments or on events. DNHR falls under time-dependent routing, while DCR, RTNR, and DAR can all be considered adaptive routing.

- **Periodic vs. On-demand**: Within adaptive routing, the routing table update can be per-
fomed on a periodic basis, or on-demand. DCR is an example of routing that is updated every 10 sec. Both RTNR and DAR fall under on-demand since in the case of RTNR, the routing table update can be on a call-by-call basis (whether current or one-call-old), while in the case of DAR, a routing table update is performed whenever the current alternate route blocks a call.

- **State-Dependent vs. Event-Dependent**: State-dependent refers to considering the state of a network in determining a routing decision; typically, state here refers to the state of a link such as available capacity or just availability, or some notion of a cost. DCR and RTNR fall into this category. Event-dependent refers to selection of a new alternate route if a certain event occurs; DAR falls into this category.

- **OCC vs. PCC**: DNHR and RTNR are based on OCC, while DAR and DCR are based on PCC. An intertwined feature with OCC and PCC is cranking.

Despite the above classification, all dynamic routing schemes have two things in common: (1) all routing schemes allow at most two links for routing a call, and (2) they all provide trunk reservation. If the network is fully connected, a call tries the direct link route first, although DNHR or RTNR does not require it; if it is not fully connected, a preferred two-link route is usually determined as the first attempt path for the demand pair that does not have a direct link. However, the actual computation of alternate routes and how many alternate routes to keep in the routing table differs from one scheme to another.

### 10.8 Maximum Allowable Residual Capacity Routing

From the discussion of the above routing schemes, it is apparent that other routing schemes can be designed; the most obvious one is maximum allowable residual capacity (MARC) [680]. Recall that MARC is a form of widest-path routing discussed earlier in Chapter 2. To describe MARC routing, we will use the notation described earlier in Section 10.4 and repeat some common descriptions. To be consistent with the previous routing schemes, we consider a network where at most two-link paths are allowed, and that is almost fully connected. Consider a pair of nodes $i$ and $j$. Suppose that at time $t$, we have the following link information regarding two possible alternate routing nodes $k_1$ and $k_2$ for the pair of nodes $i$ and $j$:

<table>
<thead>
<tr>
<th>Link ID</th>
<th>Capacity</th>
<th>Currently Used</th>
<th>Trunk Reservation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$-$j$</td>
<td>$c_{ij}(t)$</td>
<td>$u_{ij}(t)$</td>
<td>$r_{ij}(t)$</td>
</tr>
<tr>
<td>$i$-$k_1$</td>
<td>$c_{ik_1}(t)$</td>
<td>$u_{ik_1}(t)$</td>
<td>$r_{ik_1}(t)$</td>
</tr>
<tr>
<td>$i$-$k_2$</td>
<td>$c_{ik_2}(t)$</td>
<td>$u_{ik_2}(t)$</td>
<td>$r_{ik_2}(t)$</td>
</tr>
<tr>
<td>$k_1$-$j$</td>
<td>$c_{k_1j}(t)$</td>
<td>$u_{k_1j}(t)$</td>
<td>$r_{k_1j}(t)$</td>
</tr>
<tr>
<td>$k_2$-$j$</td>
<td>$c_{k_2j}(t)$</td>
<td>$u_{k_2j}(t)$</td>
<td>$r_{k_2j}(t)$</td>
</tr>
</tbody>
</table>
Then allowable residual capacity of any generic link \( l-m \) is given by

\[
R_{lm}(t) = \max\{c_{lm}(t) - u_{lm}(t) - r_{lm}, 0\}. \tag{10.8.1}
\]

Knowing the above quantity for different links, the available capacity via node \( k_1 \) and \( k_2 \) can be given as follows:

<table>
<thead>
<tr>
<th>Path</th>
<th>Path Available Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i-k_1-j )</td>
<td>( \bar{R}<em>{ij}^{k_1}(t) = \min{R</em>{ik_1}(t), R_{k_1j}(t)} )</td>
</tr>
<tr>
<td>( i-k_2-j )</td>
<td>( \bar{R}<em>{ij}^{k_2}(t) = \min{R</em>{ik_2}(t), R_{k_2j}(t)} )</td>
</tr>
</tbody>
</table>

Now, instead of choosing the probability of selecting an alternate path as done in DCR, another rule can be applied in which the path with MARC is chosen. As for the example with the two alternate paths considered above, via node \( k_1 \) would be chosen if \( \bar{R}_{ij}^{k_1}(t) \) is larger than \( \bar{R}_{ij}^{k_2}(t) \); otherwise, \( k_2 \) will be chosen.

The same argument can be applied if more than two alternate paths are considered. When you look carefully, you notice that this scheme uses the shortest-widest path computation described earlier in Section 2.6. The major difference is that the direct link between the source and the destination node is always tried first, before trying the most preferred alternate path based on MARC. It is important to note that the direct path is the attempted path even if it has less available capacity than the alternate path with MARC at that time instant. You might wonder why we need to give priority to routing a call first on the direct link; this again goes back to the bandwidth used by a call. If a call is alternate routed, this will use up two units of capacity, one from each leg, as opposed to one unit of capacity for a direct link call. Because of this, the network can also show bistable behavior if naively the path with the maximum available capacity is chosen regardless of whether this is a direct or an alternate path. In other words, attempting a call on the direct link path first is important.

To compute the most preferred alternate path, a network may choose to do periodic update of allowable residual capacity either in a centralized manner similar to DCR or a distributed manner similar to RTNR. If a periodic update/computation window, say \( \Delta t \) sec, is used, there is a change in available capacity between the updates due to newly arrived calls and also due to calls that have been completed. Thus, a preferred alternate route at a particular instant of time may not be preferred after the next computation. Thus, MARC routing has the potential of oscillating the preferred alternate route from one time window to another. Thus, to avoid the impact of sudden short-term fluctuations, the exponential weighted moving average method (see Appendix B.6) can be employed to obtain a smoothed allowable residual capacity that can be used instead of Eq. (10.8.1).

Finally, it is important to note that MARC seems to indicate that an alternate route is preferable if it was the least busy. This, however, brings up whether load matters; in the case of MARC, it implies allowable residual capacity. However, a least-loaded path, instead of a least-busy path, can be considered where the traffic load is directly taken into account; a state-dependent dynamic routing scheme based on this least-loaded concept is described later in Section 11.7.
10.9 Dynamic Routing and Its Relation to Other Routing

We will now discuss how dynamic routing for telephone networks is related to other routing covered in this book.

10.9.1 Dynamic Routing and Link State Protocol

When we consider a dynamic routing scheme that is based on the state of the network, be it centralized or distributed, the routing decision can be based on the state of the link such as availability, capacity, or load of the link. Such routing schemes are in essence then based on some link state routing protocol that allows exchange of information about “cost” of links. An obvious question that comes to mind is how dynamic routing is similar or different from the link state protocol-based routing discussed earlier in general (see Section 3.4 in Chapter 3).

For link state protocol-based routing for IP networks, the cost of a link is the unit of information that is used in routing computation using shortest-path routing. Dynamic state-dependent routing also uses the “cost” of the link in its routing decision while this cost may be dependent on available capacity (as in DCR), availability (as in RTNR), or load on link. In the case of link state protocol-based routing for IP networks, the link state advertisement is accomplished through a flooding mechanism on an in-band hop-by-hop basis (see Section 3.4.1). For dynamic state-dependent routing (whether centralized or distributed), the link information is exchanged through an out-of-band network; typically, this is done either through dedicated data circuits or through an SS7 network. Finally, note that RTNR also uses node availability; thus, RTNR employs an extended link state concept that includes node-state information. Current IP routing protocols do not have the ability to communicate the state of a router, e.g., if it is highly congested due to, say CPU overload; this would need to be manifested through link cost by factoring in queueing delay in some manner.

10.9.2 Path Selection in Dynamic Routing in Telephone Networks and IP Routing

If we observe the state-dependent routing schemes, we can see that they all have a preference for alternate routes that indicate least or low load in some sense. Consider, for example, DCR. In this routing scheme, path availability is determined based on the probability of available bandwidth (subject to trunk reservation) of each link. In the case of RTNR, path availability is defined based on doing an “AND” operation of lightly loaded links.

In the case of link state routing for IP networks, the link cost information is used to compute shortest-path routing using Dijkstra’s algorithm (see Section 2.3), where path cost is computed using an additive property. However, for dynamic state-dependent routing, the link state is used to compute one or more alternate paths while a pre-assigned direct path is usually assumed; also, none of the schemes uses Dijkstra’s algorithm. More importantly, path determination is often done in a nonadditive manner, e.g., as in DCR. This then takes us back to the notion of nonadditive routing, such as maximum free capacity or shortest-widest path routing discussed earlier in Section 2.6 and Section 2.7. However, we must point out that in schemes such as DCR and RTNR, the path “cost” computation is different from “plain”
shortest-widest path computation, while accounting for trunk reservation is also a critical issue to consider for network stability. In Table 10.2, we summarize the differences between link state protocol-based routing in IP networks (used in intradomain) and for telephone networks (used in an IXC environment).

In essence, there are important lessons to learn when we start comparing and contrasting dynamic state-dependent routing and shortest-path routing in IP networks. For example, use of a link state protocol concept does not necessarily mean that the path selection is to be solely based on additive link cost property; furthermore, that flooding is not the only way to communicate link state information. We have discussed this earlier in Section 3.4.2.

10.9.3 Relation to Constraint-Based Routing

Later, we will discuss constraint-based routing for quality-of-service routing (see Chapter 17) and for MPLS networks (see Chapter 19). In fact, dynamic routing in telephone networks is a form of constraint-based routing.

In the case of dynamic routing in the telephone network, the critical constraint is that the path must have at least one unit of bandwidth available to be able to route a call. This is really the idea of a constraint. Furthermore, we can also argue that trunk reservation is a form of constraint since it is preferable to have it to maintain the stability of the network. As discussed in RTNR, sometimes it is not preferable to have certain switches on the routing path. Thus, in essence, alternate route selection in dynamic routing requires taking into consideration constraints such as availability of bandwidth on a path, any restriction due to trunk reservation, switch preference, and so on.

10.10 Summary

In this chapter, we have presented routing in the telephone network while taking an evolutionary view starting with hierarchical routing to various forms of dynamic routing.

**Table 10.2** Comparison between intradomain link state–based routing in IP networks and dynamic routing in telephone networks.

<table>
<thead>
<tr>
<th></th>
<th>Link State Protocol for IP Networks</th>
<th>Dynamic State-Dependent Routing for Telephone Networks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link state advertisement</td>
<td>Through flooding</td>
<td>Via dedicated data circuits or SS7 network</td>
</tr>
<tr>
<td>Link “cost”</td>
<td>Link cost used for shortest path routing</td>
<td>Link state (e.g., available capacity) used for computing alternate routes</td>
</tr>
<tr>
<td>Route computation algorithm</td>
<td>Dijkstra’s algorithm</td>
<td>Variety of algorithms</td>
</tr>
<tr>
<td>Additive/Nonadditive</td>
<td>Additive property of link cost used</td>
<td>Nonadditive property of link “cost” used</td>
</tr>
</tbody>
</table>
There are several important aspects to understand from this chapter:

- It is possible to have routing functionalities in a network without introducing loops even in the absence of any information exchange as long as nodes are labeled differently; this is the case with hierarchical routing; in a sense, this is a remarkable achievement.

- Most dynamic call routing schemes for the telephone network require exchange of link state information—such information exchange does not use flooding; instead separate dedicated channels or a signaling network are used.

- The route computation is primarily based on bandwidth availability while the exact computation is different for different routing. There is, however, at least one dynamic routing scheme (DAR) that does not require any information exchange to do route computation.

- While routing can address certain congestion issues in a network, it cannot by itself take care of all types of congestion; rather, a good network requires proper control schemes in addition to routing schemes for efficient workings.

We have not discussed how traffic load is taken into account in the routing decision or how a network is traffic engineered; these aspects are covered in Chapter 11.

Further Lookup

The classical book [596] gives a broad overview of a telephone network under the old Bell System, including hierarchical routing. There are many rules for hierarchical routing but only the main ones are discussed here; the interested reader is referred to [27] for all the different rules.

The set of studies on routing goes back to the work of J. H. Weber in the 1960s [735], [736]; he is often credited with identifying the concept and need for trunk reservation. The notion of flexible dynamic routing and its benefit was first articulated by Nakagomi and Mori in the early 1970s [519]. Since then, with the advent of switching technology, dynamic routing research gained momentum, leading to different approaches to dynamic routing; for example, DNHR ([30], [36]), DCR ([680]), DAR ([251]), and RTNR ([34]). Another dynamic routing scheme, called state-dependent routing [539], [763], is discussed later in Section 11.7 in Chapter 11, since this scheme depends on understanding load and blocking in a telephone network, which are also covered in Chapter 11. Dynamic call routing based on learning automata [520] has also been proposed; for example, see [521], [657]. Note that dynamic alternate routing (DAR) can also be classified as a learning automata-based routing scheme. There have been numerous studies about dynamic routing, including early work, such as [7], [128], [197], [385].

To learn more about dynamic routing in the telephone network, the reader is directed to the books by Ash [27] and by Girard [253]. A 20-year overview of dynamic routing has been recently presented in [33].

For all about telephone switching systems and its many details, see the book by Thompson [697].
Exercises

10.1 Review questions:

(a) Explain how hierarchical routing works.

(b) Explain how real-time network routing (RTNR) works.

(c) What is crankback?

(d) What is trunk reservation?

10.2 What are the primary differences between telephone routing and Internet routing?

**Table 10.3** Network Data for a 5-node network.

<table>
<thead>
<tr>
<th>Link ID</th>
<th>Capacity</th>
<th>Currently Used</th>
<th>Trunk Reservation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>34</td>
<td>30</td>
<td>1</td>
</tr>
<tr>
<td>1-3</td>
<td>116</td>
<td>93</td>
<td>5</td>
</tr>
<tr>
<td>1-4</td>
<td>25</td>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td>1-5</td>
<td>41</td>
<td>27</td>
<td>2</td>
</tr>
<tr>
<td>2-3</td>
<td>61</td>
<td>61</td>
<td>3</td>
</tr>
<tr>
<td>2-4</td>
<td>76</td>
<td>43</td>
<td>4</td>
</tr>
<tr>
<td>2-5</td>
<td>33</td>
<td>30</td>
<td>3</td>
</tr>
<tr>
<td>3-4</td>
<td>97</td>
<td>81</td>
<td>5</td>
</tr>
<tr>
<td>3-5</td>
<td>141</td>
<td>118</td>
<td>7</td>
</tr>
<tr>
<td>4-5</td>
<td>110</td>
<td>102</td>
<td>5</td>
</tr>
</tbody>
</table>

10.3 Compare DCR and DAR, and determine their similarities and differences.

10.4 When is crankback helpful? When would it be not beneficial?

10.5 Dynamic routing schemes discussed in this chapter allow at most two links for a path. Discuss whether the schemes presented here can be extended to the multilink path case.

10.6 Consider a 5-node fully-connected network, with current network data as given in Table 10.3.

(a) Assume DCR is used. For each demand pair, compute the probability of selection of all possible paths subject to trunk reservation.

(b) Assume RTNR is used in which it was decided that if a link has five or less units of capacity are available, these will be marked as no-available links (i.e., as 0), and the rest are available links (i.e., as 1). For each demand pair, determine the valid paths chosen by RTNR.

(c) Identify the demand pairs that would not allow any alternate routing through its direct link.
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Traffic Engineering in the Voice Telephone Network

There are no traffic jams when you go the extra mile.

Anonymous

Reading Guideline

Understanding voice traffic engineering gives you an idea on how traffic load, call blocking, and routing are related. The first part of this chapter can be read independently of Chapter 10; this material is also helpful for quality-of-service routing (Chapter 17) and VoIP routing (Chapter 20). Detailed analytical modeling for dynamic call routing is presented in the second half of the chapter; this assumes some knowledge of the fixed-point equation and the queueing theory. Regardless, illustrations such as in Section 11.8.4 can be read independently and are helpful in understanding routing dynamics and performance.
In Chapter 10, we presented hierarchical and dynamic routing in the telephone network. In this chapter, we introduce the notion of traffic load in a telephone and discuss how it plays an integral part in routing from a traffic engineering perspective.

11.1 Why Traffic Engineering?

The goal of traffic engineering for the telephone network is to attain optimal performance of the network in an operational environment. We decouple traffic engineering from medium to long-term network planning when capacity can be added to the network. Note that if there is not enough capacity in the network to provide an acceptable performance guarantee, there is not much that traffic engineering mechanisms can do. Thus, with regard to traffic engineering, there is an implicit assumption that the network is engineered with enough capacity to provide an acceptable performance under normal operating conditions; to understand and learn more about capacity planning and design, you may refer to [564].

This brings up an important question: why do we need to consider any traffic engineering issues if the network has enough capacity to begin with? There are multiple reasons for this. For network planning, projected traffic is considered as input and the design methods used for estimating capacity usually use coarse-grain approximations; such approximations may not necessarily be a good way to do fine-grain evaluation of network performance on a near-term basis. In addition, we need to consider the fact that from the time network planning is done (that is, the capacity was last adjusted), traffic as seen in the network might be quite different than what it was projected to be. Furthermore, there is short-term traffic fluctuation/overload (either network wide or in a focused area) that cannot be avoided; in such cases, we need to determine whether the network is performing properly and/or if there are some short-term measures that can help the network perform at its best. This is where routing plays an important role. Thus, we need to understand the performance of a network due to various routing schemes. Furthermore, there are various control mechanisms that are needed, often to address overload situations.

In a telephone network, there are two high-level parameters that impact the performance of a network: traffic load and capacity. Since capacity is assumed to be given for the purpose of traffic engineering, the key parameter is traffic load. The main performance metric for the telephone network is call blocking. It is important to note that traffic load is not the only parameter; routing as well as various controls play roles in performance. The functional relation between these various components can be summarized as follows:

\[
\text{Call blocking} = \mathcal{F}(\text{traffic load, capacity, routing, controls}).
\]

To understand the above relation, it is important to define traffic load. Obviously, traffic load is dependent on traffic measurements as observed from a network. We will, however, not go into the details of traffic measurement issues. However, traffic load (especially projected traffic load) can be influenced by business decisions as well. Thus, we need to have a general notion of traffic load for the telephone network that can be usable from traffic measurements as well as for projected load. In the next section, we discuss traffic load and then tie it to call blocking.
11.2 Traffic Load and Blocking

We will first start with the simple case of a single network link (ignoring routing and control), i.e., to understand the following functional relation:

\[
\text{Call blocking} = \mathcal{F}(\text{traffic load, capacity}). \tag{11.2.1}
\]

Voice telephone networks operate on the following basic principle: there is a finite amount of capacity (bandwidth) and each arriving call must be allocated dedicated bandwidth for the duration of the call; if bandwidth for this call is not available, the call must be blocked. Thus, the user is required to retry when blocking occurs. Such systems are also referred to as loss systems.

The relationship between call arrival and blocking and capacity is an important traffic engineering issue in the voice telephone network. A key result in this regard is attributed to A. K. Erlang for his seminal work on how to compute blocking, almost a century ago. We need to explain a few things before we are ready to present his results.

For the purpose of this discussion, we will consider a network link in which calls are arriving on either end of the link destined for the other end of the link; this also reflects the fact that call bandwidth in the voice telephone network is bidirectional.

Call arrivals in the telephone network are random. However, to make it simple, we will assume temporarily that calls arrive in a deterministic fashion and that we are considering only a single voice circuit. First, suppose that calls arrive in a deterministic fashion at the start of an hour and the user talks for exactly an hour. Thus, one user occupies the circuit for an hour and no one else can use it. Now suppose the user talks for only 10 min and then hangs up. The circuit is free for others to use for the rest of the hour. In fact, if another user arrives at that instant and occupies the circuit for, say an additional 10 min, then a third user can start using the circuits 20 min into the hour. Thus, if we slice the length of the calls to fixed 10-min windows, the system can accommodate six calls; that is, this looks like the system can handle six arrivals per hour (each of 10 minutes’ duration) as opposed to one arrival per user (using the entire hour for talking), while in either case just one circuit was considered! Simply put, this intuitively says that an increase in the call arrival rate does not necessarily mean that we need more circuits (or in general bandwidth) since the call duration is also a critical factor.

From the above illustration, it is clear that we need to consider call arrival as well as call duration to understand the notion of traffic. However, note that both call arrival as well as call duration are actually random, not deterministic as we have used in the simple illustration above. In Table 11.1, we have listed the call arrival time, duration, and end time of seven randomly arriving calls; in Figure 11.1, we have plotted this information in terms of number of busy circuits; note that the number of busy circuits also accordingly has a nonuniform behavior. In analysis, however, we use the average call arrival rate and the average duration. However, to account for any random event, we need to see what type of statistical distribution is appropriate. It has been found that interarrival time between calls is exponentially distributed, which is equivalent to saying that the call arrival follows the Poisson process (see Appendix B.10); thus, we sometimes loosely refer to call traffic as Poisson traffic. Furthermore, the call duration time is found to follow the exponential distribution. Given the average call arrival rate and the average duration of a call, a good way to capture the traffic demand volume for telephone traffic is to consider the product of these two terms. If \( \lambda \) is the
average call arrival rate, and \( \tau \) is the average duration of a call, the traffic demand, referred to as \emph{offered load} or \emph{offered traffic}, is given by

\[
a = \lambda \tau.
\] (11.2.2)

This dimensionless quantity is given the unit name \textit{Erlang} (or \textit{Erl}), in honor of A. K. Erlang. This quantity is hard to visualize since it is a product of two terms. However, there is a nice physical interpretation: this quantity refers to the average number of ongoing (busy) calls offered to a network link if we were to assume the link to have infinite capacity. In practice, we do not have infinite capacity; thus, there is always a chance that (some) calls will be blocked. This also means that we need to consider another entity called \textit{carried load} or \textit{carried traffic} to refer to traffic that is carried (not blocked) due to finiteness of capacity. It is easy to see that in the case of infinite capacity, carried load is the same as the offered load.

A. K. Erlang’s work is profound in that he determined how to compute call blocking probability when average offered load and capacity are given. If \( c \) is the capacity of a link in terms of number of voice circuits, then call blocking for offered load \( a \) is given by the following \textit{Erlang-B loss formula}:
11.2 Traffic Load and Blocking

\[ B(a, c) = \frac{ae^c}{\sum_{k=0}^{c} \frac{a^k}{k!}}. \]  

(11.2.3)

This then is the relationship we noted in a generic way in Eq. (11.2.1). Several different aspects can be learned from the above formula. We present two illustrations.

**Example 11.1** Erlang blocking illustration.

Consider a T1-link (1.54 Mbps) where calls are offered. Since each digitized voice circuit requires 64 Kilobits per second (Kbps) (= K), the bandwidth in terms of call units is \( c = C/K \) where \( C \) is the raw data rate of the link; in the case of a T1-link, we have \( c = 24(\approx 1.54/0.064) \) voice circuits. Suppose that a load of 20 Erl is offered to this link. Then, the call blocking probability obtained using Eq. (11.2.3) is 6.6%.

We note the following important aspects: (1) it is possible to offer a load higher than 24 Erl to a link of capacity 24 since this is a loss system, and there is still a chance that some calls will go through; in fact, the call blocking probability for an offered load of 24 Erl to a capacity of 24 units, is 14.6%; and (2) blocking also benefits from scaling due to nonlinearity of the blocking formula; for example, if we increase the capacity 10 times to 240 circuits and the load 10 times to 240 Erl, the blocking drops to 4.9% (from 14.6%).

It is also important to understand what happens to load and blocking when the average call duration is changed. The following example illustrates that.

**Example 11.2** Change in average holding time and impact on blocking.

Recall that offered load is a combination of two parameters: average call arrival rate and average call duration. Suppose that the offered load is 15 Erl; this load offered to a link with 24 units of bandwidth results in 0.8% call blocking. If the average call duration is 3 min, the average call arrival rate is 5/min. Suppose in a network the average call arrival rate stays the same (at 5/min), and the average call duration increases from 3 to 6 min; we can then see that the newly determined offered load is 30 Erl (= 5 \times 6); then, call blocking for 30 Erl offered to a link of 24 voice circuits is 27.1%! That is, without any increase in the call arrival rate, the offered load increases if the average call duration increases, thus impacting the call blocking rate.
So far, we have talked about traffic, but we have not talked about directional traffic while telephone trunks are most often bidirectional. In the following, we illustrate what it means to be directional traffic in terms of blocking.

**Example 11.3** Bidirectional trunks, directional traffic, and blocking.

Consider the simple case of a network link where traffic arrives on either end destined for the other end; thus, whenever a circuit is found free, either side can grab it. The question then is: what is the blocking observed by each side?

Let us consider this problem with some numbers. Let the number of circuits on a link be 100 between two nodes 1 and 2 connected directly by a bidirectional trunk group. Let the offered load from node 1 to node 2 be 85 Erl and let the offered load from node 2 to node 1 be 5 Erl. You might be misled to think that node 1 to node 2 should face more blocking since it has more traffic than the other direction (in fact, 17 times more). Actually, both sides will face the same blocking. Due to Poisson arrival of traffic and since either side can grab a circuit as long as there is one available without any preferential treatment, the sum traffic remains Poisson (see Appendix B.10) and we can sum up the loads. Thus, this situation is equivalent to the case of a total of 90 Erl being offered to a link with 100 circuits; the call blocking from Erlang-B loss formula is then found to be 2.69%.

In fact, if 45 Erl is offered from one side and another 45 Erl from the other side, the blocking value will remain the same since the total offered load is still 90 Erl.

**Remark 11.1.** Blocking with multiple traffic classes.

The scenario for two traffic classes follows the same principle described in the above example. That is, if there are two different traffic classes using the same link, both classes will observe the same blocking value regardless of each one’s specific load as long as the per-call bandwidth for both classes is the same. If the per-call bandwidth is different for different traffic classes, the situation changes; in fact, the Erlang-B formula is not applicable any more. This situation will be discussed later in Section 17.6.

In the examples discussed so far, we have computed results using the Erlang-B loss formula (11.2.3); a closer look reveals that it includes both factorial \((c!)\) and exponential \((a^c)\) terms, which can cause numerical difficulty for large numbers. Below, we describe a simple way to compute this formula.

**11.2.1 Computing Erlang-B Loss Formula**

It may be noted that the Erlang-B loss formula given in Eq. (11.2.3) can also be expressed through the following recurrence relation:

\[
B(a, c) = \frac{aB(a, c-1)}{c + aB(a, c-1)}
\]

with the initial condition \(B(a, 0) = 1\).
If we write \( B(a, c) = 1/d(a, c) \), then we can rewrite the above recurrence relation as follows:

\[
d(a, c) = c \cdot d(a, c - 1)/a + 1.
\]

Using this result, we can develop an iterative algorithm, as given in Algorithm 11.1, for computing call blocking when the offered load and the number of circuits are given. While this is the basic idea of the algorithm, in an actual implementation, some numerical round-off issues should also be addressed for extreme cases of load and capacity.

**Algorithm 11.1 Computing blocking using Erlang-B loss formula**

```plaintext
procedure erlangb (a, c)
    if (a ≤ 0 or c < 0) return ‘input not valid’
    d = 1
    for i = 1, …, c do
        d = i * d/a + 1
    endfor
    b = 1/d
    return(b)
end procedure
```

### 11.3 Grade-of-Service and Trunk Occupancy

An important measure in a telephone network is the grade-of-service (GoS) provided by the network. GoS is a form of quality-of-service (QoS) where the quality perceived by users is in terms of average call blocking probability below a threshold. Usually, such acceptable blocking is 1% or less, while sometimes 0.1% or less is preferable.

For a network link, the question is how to determine the number of circuits needed if the offered load, \( a \), and GoS, \( b \), are given. By considering Erlang-B loss formula (11.2.3), this would mean that we need to determine the smallest integer \( c \) such that

\[
B(a, c) ≤ b. \tag{11.3.1}
\]

This is equivalent to saying that we want to find an inversion function \( B^{-1}(a, b) \) of the Erlang-B loss formula to obtain \( c \). However, Erlang-B loss formula is not invertible analytically. Thus, we can take an algorithmic approach to determine the minimum integer \( c \) for which Eq. (11.3.1) is satisfied; such an approach is presented in Algorithm 11.2. Note that you can choose the starting \( c_{\text{guess}} \) to be 1, and the algorithm still works; however, the convergence would be long. Thus, a good starting point \( c_{\text{guess}} \) is preferable. For example, if \( a \) is less than 1500 Erls, and GoS is smaller than 0.02, then we can use starting \( c_{\text{guess}} \) to be \( \lfloor a \rfloor \), i.e., the largest integer smaller than or equal to \( a \). It may be noted that Algorithm 11.2 determines the number of circuits as an integer quantity; if the number of circuits needs to be a modular value such
as a multiple of 24 circuits (for a T1-link), then proper rounding off to a multiple of 24 must be addressed.

Using Algorithm 11.2, we have plotted the minimum number of circuits required for two GoS values, 0.01 and 0.001, as the offered load changes from 1 to 100 in Figure 11.3(a). This figure should help you obtain some perspective on the difference in the number of circuits required for different GoS values.

**Algorithm 11.2 Determining the minimum number of circuits, given \( a \) and GoS**

```
procedure DetermineCircuits \( a \), GoS
if \( (a \leq 0 \) or \( \text{GoS} < 0.0 \) or \( \text{GoS} > 1.0 \)) return ‘input not valid’
Pick a starting \( c_{\text{guess}} \)
\( b_{\text{temp}} = \text{erlangb}(a, c_{\text{guess}}) \)
if \( (b_{\text{temp}} \geq \text{GoS}) \) then
  while \( (b_{\text{temp}} \geq \text{GoS}) \) do
    \( c_{\text{guess}} = c_{\text{guess}} + 1 \)
    \( b_{\text{temp}} = \text{erlangb}(a, c_{\text{guess}}) \)
  end do
else
  while \( (b_{\text{temp}} \leq \text{GoS}) \) do
    \( c_{\text{guess}} = c_{\text{guess}} - 1 \)
    \( b_{\text{temp}} = \text{erlangb}(a, c_{\text{guess}}) \)
  end do
  \( c_{\text{guess}} = c_{\text{guess}} + 1 \)
endif
return(\( c_{\text{guess}} \))
end procedure
```

*Figure 11.3*  (a) Number of circuits needed, (b) trunk occupancy.
There is also another measure besides GoS that is of importance in telephone networking; it is called trunk occupancy. In essence, this represents trunk utilization for traffic that is carried by the trunkgroup. Carried traffic is, however, not the same as offered traffic. The offered load, \( a \), and the carried load, \( \hat{a} \), are related as follows:

\[
\hat{a} = a(1 - B(a, c)).
\] (11.3.2)

That is, an offered load that is not blocked is the carried load. We have stated earlier that a physical interpretation of offered load is the average number of ongoing calls if we were to have infinite capacity. This can be seen as follows: at infinite capacity, there is no blocking, i.e., \( B(a, \infty) = 0 \); thus, we have \( \hat{a} = a \). This also means that another way to understand carried load is the average number of ongoing calls if there is finite capacity, i.e., the average number of busy trunks. Now trunk occupancy is the ratio, the average number of busy trunks divided by the number of trunks in the trunkgroup, i.e.,

\[
\eta = \frac{a(1 - B(a, c))}{c}.
\] (11.3.3)

It is helpful to understand trunk occupancy as the traffic load changes while trying to maintain a particular GoS. In Figure 11.3(b), we have plotted trunk occupancy as the offered load changes from 1 to 100 for two different GoS values, 0.01 and 0.001, corresponding to the respective capacity determined, shown in Figure 11.3(a). We note that for small trunkgroup (i.e., a trunkgroup with a small number of trunks), the trunk occupancy is quite low; for example, for a T1 trunkgroup that supports 24 voice circuits, the trunk occupancy is about 68% for 0.01 GoS while for a trunk group with 96 circuits together, the trunk occupancy increases to 87% at the same GoS. This shows that there is a multiplexing gain with a larger trunkgroup.

11.4 Centi-Call Seconds and Determining Offered Load

Traditionally, it was not possible to measure offered load directly, only whether a circuit is busy can be checked. Thus, the question is how to determine the offered load from such measurements.

If we can measure the number of busy trunks over a period of time, we can then estimate the average number of busy trunks. We have already indicated above that the average number of busy trunks is none other than the carried load. Traditionally, voice circuits busy/idle status was checked every 100 sec resulting in the measure called centi-call second (CCS). Thus, in an hour, measurements are done 36 times. Suppose that we obtain a measure of 540 CCSes by checking 24 voice circuits over an hour. Then, the average number of busy trunks (circuits) is 540/36 = 15. Since we noted earlier that the average number of busy trunks is the same as the carried load, we can equate this quantity, 15, to 15 Erl of carried load. Given a carried load of 15 Erl for 24 voice circuits, it is not obvious how we can compute offered load using Eq. (11.3.2); in this case, \( \hat{a} \) and \( c \) are given while offered load, \( a \), is the unknown. Since the Erlang-B loss formula cannot be analytically inverted, an algorithmic approach can be used, much like what we discussed in the last section. To do that, we note that Eq. (11.3.2) can be rewritten as follows:

\[
a = \hat{a} + aB(a, c).
\] (11.4.1)
Since $\hat{a}$ and $c$ are known, it then takes the fixed-point equation form (see Appendix B.2):

$$a = \mathcal{F}(a).$$

Thus, a fixed-point–based algorithm, as described in Algorithm 11.3, can be used for computing offered load. An important point to note is that since the average number of busy trunks can never be larger than the number of trunks, the following must hold: $\hat{a} < c$. This means that for bad inputs that do not follow this requirement, it must be specially taken care of. For our illustration of 15 Erls of carried load on a trunkgroup with 24 trunks, we can find that the offered load is 15.138 Erls.

**Algorithm 11.3  Computing offered load from carried load**

```plaintext
procedure OfferedLoadFromCarriedLoad (\hat{a}, c)
if ($\hat{a} \geq c$) return 'input not valid'
Initialize $a_{\text{new}} = \hat{a}$
Set $a_{\text{old}} \neq a_{\text{new}}$
while ($|a_{\text{new}} - a_{\text{old}}| > \varepsilon$) do
    $a_{\text{old}} = a_{\text{new}}$
    $a_{\text{new}} = \hat{a} + a_{\text{old}} \mathcal{B}(a_{\text{old}}, c)$
endwhile
return($a_{\text{new}}$)
end procedure
```

There is also a direct connection between the units in Erls and CCS. Recall that the offered load in Erl reflects the average number of busy trunks if there were infinite capacity. Thus, if a trunk is always busy every time the trunk is checked for busy/idle status, we arrive at 36 CCSes in an hour. Thus, we can see that an Erl and CCS are related as follows:

$$1 \text{ Erl} = 36 \text{ CCS}. \quad (11.4.2)$$

With modern switching equipment, the actual number of accepted calls as well as the time length of all calls can be measured; this is in fact used for billing later. A simple measure from the network perspective that is often collected is called the Minutes of Usage (MoU), which is computed over a period of an hour; it refers to the total amount of time all trunks in a group are occupied for the calls accepted by the system. Thus, it is easy to see that the average number of busy trunks during the duration, i.e., $\hat{a}$, can be obtained from MoU as follows:

$$\hat{a} = \frac{\text{MoU}}{60}. \quad (11.4.3)$$

From our earlier discussion, we know that the average number of busy trunks is the carried load; thus, this gives us the carried load in Erls. With such a measurement system, during an hour’s worth of measurement, the number of calls accepted by the system, sometimes
also referred to as call (or trunk) seizure, denoted by \( s \), is also available. Then, the average call duration, \( \tau \), in seconds can be computed as follows:

\[
\tau = \frac{\text{MoU} \times 60}{s} \text{ sec.}
\]  

(11.4.4)

MoU is also sometimes obtained in different time windows such as on a daily, weekly, or monthly basis to obtain a sense of network usage and revenue generated. In such cases, the value would need to be divided by the appropriate time window to obtain the number of busy trunks/carry load for this time window.

In summary, we have shown here the relationship among carried load, offered load, CCS, and minutes of usage.

11.5 Economic CCS Method

So far, we have discussed a single-link network case to understand traffic offered load, capacity and blocking. Now, we will introduce the concept of an alternate path and its implication through a classical method called the Economic CCS (ECCS) method.

This method allows you to determine the number of circuits on the direct link when there is an alternate shared path. In this method, it is not important to exactly know how many circuits are in the shared alternate path; instead, the notion of trunk occupancy, defined in Section 11.3, is used.

Recall that trunk occupancy reflects both utilization and acceptable grade of service; certainly, the average value can be dependent on the total number of trunks due to non-linearity of the Erlang-B loss function, which was illustrated earlier in Figure 11.3(b). When the ECCS method uses the notion of an alternate shared path, it typically refers to a large group of circuits that serves as an alternate path for many different pairs. Thus, a trunk occupancy value of at least around 0.85 is more useful for such a calculation. In our discussion of the method below, we will use the generic notation, \( \eta \), to refer to trunk occupancy.

We assume that the unit cost of circuits on the direct and the alternate paths is given as \( \xi_D \) and \( \xi_A \), respectively. Also, we are given that a Erls of load is offered to the direct link. Our unknown here is the number of circuits needed on the direct link path, denoted by \( x_D \).

With a Erls of offered load to the direct link with \( x_D \) circuits, the blocking will be \( B(a, x_D) \); consequently, \( a B(a, x_D) \) of load will overflow from the direct link to the alternate shared path. If a trunk occupancy of \( u \) is maintained for the alternate path, this would mean \( a B(a, x_D)/u \) units of circuits would be occupied on the alternate path on average. Now, given the unit cost of the direct and alternate path for circuits, the total cost can be written as

\[
C(x_D) = \xi_D x_D + \frac{\xi_A a B(a, x_D)}{\eta}.
\]

(11.5.1)

We now want to determine \( x_D \) for which this total cost is minimum. Since \( x_D \) takes an integer value, this means at optimality we want to determine the smallest \( x_D^* \) that satisfies

\[
C(x_D^*) < C(x_D^* + 1).
\]

(11.5.2)
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ALGORITHM 11.4 Algorithm for ECCS method

procedure ECCS (a, η, R)
set \( x_D = 0 \)
\( H = \frac{η}{R} \)
\( d_l = a \ast \text{erlangb}(a, x_D) \); \( d_r = a \ast \text{erlangb}(a, x_D + 1) \)
while \((d_l - d_r \geq H)\) do
\( x_D = x_D + 1 \)
\( d_l = d_r \)
\( d_r = a \ast \text{erlangb}(a, x_D + 1) \)
end while
return(\( x_D \))
end procedure

Using Eq. (11.5.1), we can write this condition as

\[
\xi_D x_D^* + \frac{a B(a, x_D^*)}{\eta} < \xi_D (x_D^* + 1) + \frac{a B(a, x_D^* + 1)}{\eta}.
\]

(11.5.3)

On simplification, this implies that

\[
a(B(a, x_D^*) - B(a, x_D^* + 1)) < \frac{\xi_D}{\xi_A}.
\]

(11.5.4)

Observe from the right-hand side that instead of requiring a separate unit cost for direct and alternate paths, the ratio, \( R \), of alternate path to direct path cost (i.e., \( R = \frac{\xi_A}{\xi_D} \)), along with the trunk occupancy threshold, \( η \), is sufficient to check for optimality. Thus, in order to satisfy Eq. (11.5.4), we can start with \( x_D = 0 \) as the starting point until the smallest value of \( x_D \) that satisfies Eq. (11.5.4) is reached; this is described in Algorithm 11.4. It may be noted that for most real networks, \( R > 1 \) and \( η \) is 0.75 or above.

Example 11.4 Illustration of ECCS.

We consider three values of offered load \( a \) (= 20, 30, 40) and three values of \( η \) (= 0.65, 0.8, 0.85). We then vary the cost ratio, \( R \), from 1 to 5 to determine \( x_D^* \); this is shown in Figure 11.4.

For a given offered load, we note that the change in trunk occupancy, \( η \), is not necessarily a dominant factor; the dominant factor happens to be the change in the cost ratio, \( R \).

The ECCS method is commonly used in determining circuits needed on a direct link when a shared alternate path is available. We have presented the method using integer values of circuits. However, network link capacity comes in modular units such as T1s (= 24 circuits), and T3s (= 28 \times 24 = 672 circuits). This is where the illustration above is helpful. For example, we can see that for an offered load of 20 ERLs, a T1 link capacity can be installed to usually meet the requirement; similarly, for an offered load of 40 ERLs, two T1 link capacity units must be installed. However, for an offered load of 30 ERLs, a T1 capacity module would not be enough.
While two T1 capacity is more than enough; thus, in this case, installing two T1s would be necessary.

While the ECCS method is fairly simple to understand, it reveals only how the availability of alternate routes as well as a high usage link can impact a system in terms of capacity and blocking.

### 11.6 Network Controls for Traffic Engineering

Network controls play an important role in traffic engineering of the telephone network. While this book is about network routing, we do not want you to think that routing can take care of all problems. Traffic engineering of a telephone network requires more than just routing; there are many other measures or controls that need to be in place in the network for effective traffic engineering, especially to handle congestion. Weber, in his seminal work done in the early 1960s [735], [736], observed that (1) when a network with alternate routing capabilities becomes overloaded, the throughput can decrease if alternate routing is not reduced, and (2) trunk reservation is an effective control in an overload situation to maintain throughput. Note that trunk reservation has been described earlier in Section 10.2.4. Somewhat related to these observations, the bistability issue in a dynamic routing network was analyzed in the early 1980s [7], [385]. Bistability refers to the condition in a network when for a particular load offered to a capacitated network, the blocking observed takes two different values, i.e., it is not unique. That is, at a certain load, it is possible that the dynamic routing can show poor performance leading to bistability behavior unless appropriate trunk reservation control is introduced to alleviate this problem.

Any measures for network control to handle congestion have two distinct parts: detection and action. First, there must be ways to detect that the network is congested or affected, and second, appropriate action (controls) is then invoked. The telephone switching system has
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**Figure 11.4** Determination of the optimal number of circuits using the ECCS method.
extensive pattern methodologies to detect congestion and what controls or a combination of controls to invoke; for example, see [283]. In the following, we will present a few highlights to provide an idea about detection and controls based on patterns.

11.6.1 Guidelines on Detection of Congestion

To detect congestion, it is important to recognize that there are two places where congestion in a telephone network can occur [27], [279], [596], [700]: trunkgroup (trunk congestion) and switch (switch congestion).

Detection of trunk congestion can be based on data collected on the following: (1) attempts per circuit per hour (ACH), and (2) connections per circuit per hour (CCH); here connection refers to the ability to find an outgoing trunk free, not whether it made it all the way to the destination, i.e., this is local information. Such data are typically collected every 5 min and a proper statistical measure on the reliability of the measured data is important. For example, if CCH is significantly low compared to ACH, this means that the call completion rate is low. If ACH is higher than normally expected, but CCH is at a normal level, this would mean that the load is heavy while call completion is still at an acceptable level. However, another pattern emerges if CCH is combined with trunk holding time; for example, if CCH on a trunk is higher than the normal threshold value, and if the trunk holding time is short, then call connections are not being effective. This can happen, for example, if the switch downstream is congested, or trunks outgoing from the downstream switch are congested; this means as a precautionary measure, some controls may need to be invoked.

To discuss switch congestion, it is helpful to first differentiate it based on the location of a switch in the network, i.e., whether a switch is a central office switch or a tandem/toll switch. If the switch is a central office switch where a call originates or terminates, this is the only switch in the network that needs to provide dial-tone service. For such switches, dial-tone delay is a critical indicator about switch congestion on the originating side; if users cannot get a dial-tone immediately, it signifies that the switch is congested. Dial-tone delay usually signifies full switch-level congestion. Besides dial-tone delay, it is also important to monitor the call completion rate to a code, either at the central office level (i.e., at NPA-NXX level in the North American numbering plan; see Section 13.1.1) or at the destination number level (i.e., at the NPA-NXX-XXXX level in the North American Numbering Plan); monitoring of such completion rates leads to recognizing hard-to-reach (HTR) codes.

11.6.2 Examples of Controls

There are several possible controls that can be invoked when a congestion is detected. In general, controls can be classified as (1) trunk reservation, (2) dynamic overload control, (3) code control and HTR capability, (4) reroute control, (5) directionalization of a link (trunkgroup), and (6) selective dynamic overload control. Since we have already discussed trunk reservation, we will not discuss it any further here. We do need to point out that in general controls are of two types: restrictive and expansive. Restrictive limits traffic from reaching congested location(s); expansive means allowing new paths to explore to avoid congestion. Of the above classifications, only reroute control falls under expansive while the rest are restrictive controls.
DYNAMIC OVERLOAD CONTROL

Dynamic overload control (DOC) is used for sensing switch congestion (Figure 11.5). When a switch is congested, it makes sense to reduce traffic being directed to this switch by other switches. So that the other switches can reduce traffic, the congested switch would need to inform other switches by sending a “machine congestion” message. Once this message is received by other switches, these switches reduce the amount of traffic directed to the congested switch; usually, alternate-routed traffic is controlled first. When the congestion in a switch goes below a congestion threshold, it sends another message to other switches to inform them about the new states so that the other switches can send alternate-routed traffic again at a normal level.
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**Figure 11.5** Illustration of dynamic overload control, from detection to action.

CODE CONTROL AND HARD-TO-REACH CAPABILITY

This is another control related to congestion that takes a different perspective. In this case, instead of looking at the view of congestion from the perspective of a switch, the view is taken at the destination code level. Destination codes can be at the central-office level and/or at the actual destination number level; for example, in the North American numbering plan, this means either at the NPA-NXX or at the NPA-NXX-XXXX level, respectively (see Section 13.1.1 for a discussion on numbering plans). For a variety of reasons, a destination code may suddenly become popular for a short duration of time. The need for code control can be better understood from the following real-world example from the mid-1980s [700]. The concert tickets for well-known rock singer Bruce Springsteen went on sale on July 19, 1985, and interested buyers could call a specific telephone number to order tickets. The central office switch that served the ticket office received 10 million attempts over a 24-hour period while normal call volume for this switch was around 500,000. Certainly, there were not enough tickets or ticket agents to handle even a small fraction of these calls. On top of that, such an overload can overwhelm the destination switch, thus affecting accessibility to other telephone numbers served by that switch. Furthermore, incoming trunkgroups to this switch also became clogged; then, through a domino effect, this event
can affect other switches downstream, thus partially affecting/paralyzing the overall network.

It is clear from this example that any code control information to such a destination code needs to be pushed to where calls have originated; this way, a call to such a destination code does not even enter the network since the hope of completion of such a call is very small, that is, pushing such information on code control to originating switches throughout the network helps in this regard. The receiving switch must be able to track call completion rates to different codes in order to provide the HTR capability. Once the switch realizes that the completion rate to a particular code has dropped below a threshold value, it can generate a HTR signaling message and inform other switches. Code control and HTR capability are illustrated in Figure 11.6.

![Figure 11.6 Code control and hard-to-reach (HTR) capability, from detection to action.](image)

When a switch in a network receives a HTR code from another switch, it employs code control. There are two forms of code control: call gapping and code blocking. Call gapping means that calls made to a particular destination are gapped every $\Delta t$ sec; that is, only one call is allowed to pass through every $\Delta t$ sec. Code blocking allows calls to go through on a percentage basis. While conceptually they sound similar, the difference is that with code blocking, two or more back-to-back calls may still be allowed to go through since probability is used; in a congested situation, this may not be desirable. However, with call gapping, allowed calls are paced evenly.

**Reroute Control**

This is an expansive control that is used for overflowing traffic to a new route/trunkgroup. It may be noted that traffic in the network is not uniformly loaded; thus, it is not unusual to find underloaded trunkgroups in the network. Through the reroute control, traffic is routed through such trunkgroups as long as the hierarchical routing rule allows it. Note that reroute controls can be activated in a code-specific basis as well. In dynamic routing networks, call-routing logic handles all reroute controls; thus, the traditional reroute controls are not used separately in dynamic routing networks.
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Directionalization of a Link

Recall that links or trunkgroups in a circuit-switched telephone network are bidirectional. As we have illustrated earlier in Example 11.3, the call blocking depends on the total offered load, regardless of the amount from each direction. Now imagine a focused overload situation where traffic from one end is excessive compared to the other. To take the previous example a bit further, consider that the offered load from node 1 to node 2 increases excessively from 85 Erls to 195 Erls while the other direction remains at 5 Erls. Now, we have a total of 200 Erl offered to a link with 100 circuits; the Erlang-B loss formula tells us that the blocking increases to 50.48%.

We can say that it is unfair that the other side with only 5 Erl of offered traffic has to face over 50% blocking. Furthermore, we can argue that it is important to keep blocking not high on the low-traffic side. Let us consider a real-world situation. Suppose the low-traffic side is in a natural disaster-struck area. In this case, the high-traffic side is where almost everyone wants to call their friends and families who live or are visiting the disaster-struck area; many may not get through partly due to high load and also partly due to any call gapping being invoked at originating nodes based on destination codes being affected in the disaster-struck area. Thus, it is desirable to let some calls out from the disaster-struck area so that affected people can let their friends and families know on the other side that they are doing fine.

Thus, the question is: how do we let the lower-traffic end have lower blocking? First, it is important to understand that call gapping can only help in terms of reducing traffic from entering in one direction, but it cannot solve the trunk congestion problem. Thus, we need a measure to reduce trunk congestion. This measure, called directional trunk reservation, is invoked from the high-traffic side to the low-traffic side, but no trunk reservation from the low-traffic side to the high-traffic side; the process is illustrated in Figure 11.7. Another way to say this is that from the high-traffic side a newly attempted call is not allowed to enter the link if the link has \( r \) units of free trunks left, where \( r \) is a parameter value that can be appropriately set; calls are allowed from the other side as long as a free circuit is available. This preferential treatment is helpful in lowering blocking for the low-traffic end; this will certainly increase blocking for the high-traffic end since it has access to less capacity.

![Diagram of directional trunk reservation](image)

**Figure 11.7** Directionalization of a trunkgroup, from detection to action.
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Dynamic overload control, described earlier in this section, acts at a generic level; that is, it cannot distinguish between codes with high-completion probability and codes with low-completion probability. Selective DOC (SDOC) is a merger of DOC and code blocking; thus, traffic cancellation can be activated for HTR codes.

11.6.3 Communication of Congestion Control Information

In the previous section, we discussed several control schemes; some are for switch congestion, while others are for trunk congestion. Clearly, information that a congestion is detected must be communicated to other switching nodes so that they can take proper action. However, note that telephone circuits are primarily for voice communication; such information communication, which is really data communication, is not possible through trunk circuits as is.

Such communication is accomplished using a separate data network that connects the switching node. This specialized network is called the signaling system 7 (SS7) network; we will discuss SS7 networking in Chapter 12 where different message types will be described; in particular, the SS7 message type, REL, that is used to release a call, is used with certain embedded code values to indicate congestion. In the absence of an SS7 network, dedicated circuits can be set up between switches to communicate such information; however, this is less common these days with extensive deployment of SS7 networks.

Finally, when we combine routing update information, especially in dynamic routing networks, and network controls, it is clear that an SS7 network carries two types of information for the purpose of traffic engineering: routing update information and network control information. As discussed earlier in Section 10.9.1, for routing, typically link state information is required. For network control, however, it needs to contain not only link-level information (trunk congestion), but also switch load-level information, thus requiring the use of the extended link state concept. Since switch congestion information is communicated, a switch can make a temporarily taboo list of congested switches in a routing decision; at least this is possible in dynamic routing networks.

11.6.4 Congestion Manifestation

While most congestion in the network is legitimate congestion, congestion can be manifested in a telephone network, partly due to the involvement of the SS7 network, the signaling network that supports the telephone network (SS7 networking is described in Chapter 12). First, the signaling network is also a network; it has its own issues about its links being congested when too many routing and control messages are generated. Thus, such an SS7 network needs to be properly engineered as well so that it can induce congestion on the telephone network.

Despite traffic engineering of the SS7 network, manifestations of congestion in the telephone network are still possible through failure propagation. In the following, we will discuss a real-world incident that occurred in AT&T’s long-distance telephone network in 1990 [298]; this serves as an example of lessons we can learn about control principles from an operational environment.
The problem started with a switch (say, “Switch-A”) in the dynamic routing network taking itself out of service due to a trunk interface issue. Thus, it informed the other switches through network management messages using the SS7 network. After Switch-A recovered, it started processing calls again; this resulted in generating call setup messages to another switch, say Switch-B. Unfortunately, there was a software flaw that occurred only if two call setup messages were generated within 0.01 sec to the same switch, such as Switch-B; the processor in Switch-B tried to execute an illegal instruction that resulted in telling the switch that the processor was faulty. Thus, Switch-B took itself out of service and informed the other switches through the SS7 network. When Switch-B recovered, it did what Switch-A did earlier, i.e., try to do call setup messages within 0.01 sec to another switch. Thus, this started a chain reaction of out-of-service for all switches.

Also, when a switch was isolated from “failure,” its home signal transfer point (STP) would return a network management message for every message to this switch. Thus, STPs in the SS7 network become heavily loaded with network management and routing retry/crankback messages.

This entire cascade of events resulted in 98% of the switches being out of service in the first 30 min; the network continued to have over 50% call blocking for 9 hours! Note that during this entire period the trunk capacity was there to carry the call volume; instead the switches going out of service along with the SS7 network being congested caused this high blocking.

It is important to note that telephone switching systems operate on two basic principles [1], [283]: (1) minimize human intervention, and (2) people do know best. The first one says that the system should be automated, including controls for overload and routing, while the second one says that the system should be built with the provision that human oversight and altering normal actions are possible. This second principle means that the capability to deactivate certain network management/control logics is provided; furthermore, such deactivation should be possible to do in a layered structure, i.e., not all controls needed to be turned off at the same time.

After learning from the incident described above, an additional principle was added [298]: every network element must have adequate overload control so that it can still function if network management controls are deactivated.

11.7 State-Dependent Call Routing

Recall that we have discussed several dynamic routing schemes in Chapter 10; there is yet another dynamic routing scheme that uses the knowledge from the Erlang-B loss formula (11.2.3). This is commonly known as the state-dependent routing scheme [539]. To understand this scheme, we start by considering a generic link $i-j$ with call capacity $c_{ij}$ where the offered load is $A_{ij}$. Suppose at a particular instant in time, we know the actual number of busy trunks, which is denoted by $n_{ij}$. Now, consider a new definition of a link cost given by the ratio

$$d_{ij} = \frac{B(A_{ij}, c_{ij})}{B(A_{ij}, n_{ij})}.$$  \hspace{1cm} (11.7.1)
First, note that \( n_{ij} \leq c_{ij} \). If \( n_{ij} = c_{ij} \), then clearly \( d_{ij} = 1 \). Consider when \( n_{ij} < c_{ij} \); in this case, Erlang-B loss formula tells us that \( B(A_{ij}, c_{ij}) < B(A_{ij}, n_{ij}) \) since fewer circuits means more blocking—thus, \( d_{ij} < 1 \). Also, note that when \( n_{ij} = 0 \), i.e., no circuits are busy, the quantity \( d_{ij} \) is smallest for a given \( A_{ij} \) and \( c_{ij} \). Thus, the notion of cost given by this ratio indicates that if all circuits are busy, then the cost is 1, while if no circuits are currently being used, the cost is closest to 0.

Now consider routing a call between switches \( i \) and \( j \), and a two-link path through switch \( k \) consisting of links \( i-k \) and \( k-j \). The capacity on each link \( i-k \) and \( k-j \), in terms of number of voice circuits, is denoted by \( c_{ik} \) and \( c_{kj} \), respectively. We assume that we know the offered load to each link is \( A_{ik} \) and \( A_{kj} \), respectively. Note that such an offered load can be computed from the carried load as described earlier in Algorithm 11.3. Furthermore, suppose at a particular instant of time, the actual number of busy circuits is obtained from measurements and is denoted by \( n_{ik} \) and \( n_{kj} \) for links \( i-k \) and \( k-j \), respectively. Based on the above discussion, we can then compute the link cost of each leg \( i-k \) and \( k-j \) as

\[
\begin{align*}
    d_{ik} &= \frac{B(A_{ik}, c_{ik})}{B(A_{ik}, n_{ik})}, \\
    d_{kj} &= \frac{B(A_{kj}, c_{kj})}{B(A_{kj}, n_{kj})}.
\end{align*}
\]

In state-dependent routing, the cost of path \( i-k-j \) via node \( k \) for pair \( i:j \) is given by \( d_{ij} + d_{kj} \). Since this quantity is dependent on the number of calls on each link, the actual call routing decision would be based on using the count on the number of calls at the instant the new call arrived followed by computing the link cost as described above. Thus, in the state-dependent routing (with at most two-link routing), a call is routed on the path with the least cost among all the alternate paths and the direct link path.

There are two important points to note: (1) unlike the routing schemes described in Chapter 10, this routing is based on the additive cost property; and (2) the link cost determination requires computing the Erlang-B loss formula; this is an expensive function to do on a per-call basis. In practice, to avoid Erlang-B loss computation on a per call basis, the link cost \( d_{ij} \) can be computed on a periodic basis, say every 5 min. Furthermore, the exponential moving average method (see Appendix B.6) can be employed for smoothing, instead of using the average over the previous 5 min. Certainly, the cost value would not be as accurate at the time of making a decision on a call; such smoothing, however, avoids route fluctuation, somewhat similar to ARPAnet routing metric discussed earlier in Section 3.6.1. Finally, based on the cost estimate for each link, multiple paths may be computed and stored, and crankback may be employed to try another alternate path if the first alternate tried is no longer available.

A final important point to note is that trunk reservation need not be explicitly engaged in this routing scheme. If trunkgroup \( i-j \) has only a few circuits left, \( n_{ij} \approx c_{ij} \); from Eq. (11.7.1), this means that link cost \( d_{ij} \approx 1 \); due to additive cost of a path, such links will be less preferred in path selection over links that have link cost closer to zero (meaning more capacity available on such links).

### 11.8 Analysis of Dynamic Routing

In Chapter 10, we discussed dynamic routing. In this section, we will discuss how to analyze maximum two-link dynamic routing in general.
11.8.1 Three-Node Network

We will start with a three-node fully-connected network where offered load between two nodes \( i \) and \( j \) is given by \( a_{ij} \). Since traffic is bidirectional, we need to consider three offered loads, \( a_{12} \), \( a_{13} \), and \( a_{23} \). Assume that the capacity of a link \( ij \) is given by \( c_{ij} \) circuits. It is important to distinguish the difference in traffic between a pair of nodes and the capacity on a link. For example, consider nodes 1 and 2; the traffic between nodes 1 and 2 can use the direct link 1-2 or overflow to the alternate path 1-3-2 if there is no capacity on the direct link. At the same time, the direct link 1-2 can carry alternate routed traffic (however small) between node pairs 1 and 3, and also between node pairs 2 and 3, since link 1-2 is on the alternate path for both these pairs.

Each link has a link blocking \( b_{12} \), \( b_{13} \), and \( b_{23} \); this is, however, not pairwise blocking. We will soon define what pairwise blocking would be. But first we need to go through a few steps. The first one we need to determine is path blocking. Consider the direct link path 1-2; obviously, in this case, path blocking is the same as link blocking, i.e., \( b_{12} \). Now consider the alternate two-link path 1-3-2. If we assume that link blocking is independent of one another, then the path blocking (see Appendix B.8) for path, \( P_{132} \), is given by

\[
P_{132} = 1 - (1 - b_{13})(1 - b_{23}).
\]  

(11.8.1)

Intuitively, this can be seen as not blocked on link 1-3 and not blocked on link 2-3 would not be blocked on path 1-3-2, which is \((1 - b_{13})(1 - b_{23})\).

Now consider the pairwise offered load \( a_{12} \) between node 1 and node 2. On the direct link path 1-2, the amount of blocked traffic would be \( a_{12}b_{12} \); this blocked traffic will then overflow and try the two-link path 1-3-2. As a result, the blocked traffic after attempting either path would be \( a_{12}b_{12}P_{132} \). Thus, the pairwise blocking for node pair 1:2 is defined as

\[
z_{12} = b_{12}P_{132} = b_{12}(1 - (1 - b_{13})(1 - b_{23})).
\]  

(11.8.2)

Similarly, for other pairs, we can write path blocking and pairwise blocking as:

\[
P_{123} = 1 - (1 - b_{12})(1 - b_{23}).
\]  

(11.8.3)

\[
P_{213} = 1 - (1 - b_{12})(1 - b_{13}).
\]  

(11.8.4)

\[
z_{13} = b_{13}P_{123} = b_{13}(1 - (1 - b_{12})(1 - b_{23})).
\]  

(11.8.5)

\[
z_{23} = b_{23}P_{213} = b_{23}(1 - (1 - b_{12})(1 - b_{13})).
\]  

(11.8.6)

To differentiate from pairwise offered load \( a_{12} \), we denote the total offered load on link 1-2 by \( A_{12} \). It is important to note that \( A_{12} \neq a_{12} \), which will be clear soon. There are two ways to determine carried load on link 1-2 to be denoted by \( \hat{A}_{12} \). One way is to consider offered load, \( A_{12} \), and link blocking, \( b_{12} \); then, we have

\[
\hat{A}_{12} = A_{12}(1 - b_{12}).
\]  

(11.8.7)

Another way to consider this is to see what is being carried due to traffic from direct and alternate routing. Certainly, due to blocking being \( b_{12} \), link 1-2 will carry the load \( a_{12}(1 - b_{12}) \)
for offered load \( a_{12} \) between nodes 1 and 2 due to direct link routing. In addition, link 1-2 will also attempt to carry any traffic that is alternate routed from node pair 1 and 3 and node pair 2 and 3. Offered traffic alternate routed for pairs 1:3 and 2:3 would be \( a_{13} b_{13} \) and \( a_{23} b_{23} \), respectively; however, these paths (1-2-3 and 2-1-3) have path blocking \( P_{123} \) and \( P_{213} \), respectively. This means that any alternate routed traffic would be carried that is not blocked. Thus, we can write

\[
\hat{A}_{12} = \frac{a_{12}(1 - b_{12})}{\text{carried direct traffic}} + \frac{a_{13} b_{13}(1 - P_{123})}{\text{carried load for overflow traffic for 1:3}} + \frac{a_{23} b_{23}(1 - P_{213})}{\text{carried load for overflow traffic for 2:3}}
\]

(11.8.8)

Since Eq. (11.8.7) and Eq. (11.8.8) are the same, we can write

\[
A_{12}(1 - b_{12}) = a_{12}(1 - b_{12}) + a_{13} b_{13}(1 - P_{123}) + a_{23} b_{23}(1 - P_{213}).
\]

(11.8.9)

Now using path probabilities given by Eq. (11.8.3) and Eq. (11.8.4), we can rewrite the above as

\[
A_{12}(1 - b_{12}) = a_{12}(1 - b_{12}) + a_{13} b_{13}(1 - b_{12})(1 - b_{23}) + a_{23} b_{23}(1 - b_{12})(1 - b_{13}).
\]

(11.8.10)

Now, dividing each side by the common term \((1 - b_{12})\), we get

\[
A_{12} = a_{12} + a_{13} b_{13}(1 - b_{23}) + a_{23} b_{23}(1 - b_{13}).
\]

(11.8.11)

This shows then that the link offered load, \( A_{12} \), on link 1-2 is more than the pairwise load offered to node pair 1:2; this is correct since there is some alternate routed traffic offered that needs to be accounted for. Observing the pattern, we can write the link offered loads for links 1-3 and 2-3 as follows:

\[
A_{13} = a_{13} + a_{12} b_{12}(1 - b_{23}) + a_{23} b_{23}(1 - b_{12}).
\]

(11.8.12)

\[
A_{23} = a_{23} + a_{12} b_{12}(1 - b_{13}) + a_{13} b_{13}(1 - b_{23}).
\]

(11.8.13)

Now, from the Erlang-B loss formula, we know that for an offered load on a link to a given capacity is the link blocking, i.e.,

\[
B_{12} = B(A_{12}, c_{12}),
\]

\[
B_{13} = B(A_{13}, c_{13}),
\]

\[
B_{23} = B(A_{23}, c_{23}).
\]

(11.8.14)

Since we have derived the quantity for link-offered load, we can then write

\[
B_{12} = B(a_{12} + a_{13} b_{13}(1 - b_{23}) + a_{23} b_{23}(1 - b_{13}), c_{12})
\]

\[
B_{13} = B(a_{13} + a_{12} b_{12}(1 - b_{23}) + a_{23} b_{23}(1 - b_{12}), c_{13})
\]

\[
B_{23} = B(a_{23} + a_{12} b_{12}(1 - b_{13}) + a_{13} b_{13}(1 - b_{23}), c_{23}).
\]

(11.8.15)

Thus, we can see that for a given offered load and capacity, the link blocking is iteratively related through a set of three nonlinear equations in three unknowns \( b_{12}, b_{13}, b_{23} \); this is a
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fixed-point equation system; see Appendix B.2 for a short tour of the fixed-point equation problem and how to solve it. In the above system, there are three unknowns with three equations. Due to the need to use the Erlang loss formula, the system is often referred to as the Erlang fixed-point equation.

Example 11.5  Symmetric three-node network.

To make it easier to see, consider that the three-node network is symmetric in traffic as well as capacity, i.e., \( a_{12} = a_{13} = a_{23} (= a) \), and \( c_{12} = c_{13} = c_{23} (= c) \). It is not hard to recognize that link blocking will be symmetric as well, i.e., \( b_{12} = b_{13} = b_{23} (= b) \). Thus, link offered load as given in Eq. (11.8.11), Eq. (11.8.12), and Eq. (11.8.13) reduces to just the following single expression:

\[
A = a + 2ab(1 - b). \tag{11.8.16}
\]

Similarly, the set of equations given in Eq. (11.8.15) will reduce to just the following one:

\[
b = B(a + 2ab(1 - b), c). \tag{11.8.17}
\]

Now, this is an Erlang fixed-point equation with just one unknown, \( b \). This can be solved using the fixed-point iteration described in Algorithm B.1 in Appendix B.2. The basic procedure is to begin with a starting \( b \), for which \( A \) is computed; this, in turn, is used in Eq. (11.8.17) to obtain a new \( b \); the process is continued until the difference between two successive \( b \)'s is within a specified tolerance.

Note that, for the three-node symmetric case, pairwise blocking, (11.8.2), reduces to

\[
z = b(1 - (1 - b)^2). \tag{11.8.18}
\]

Thus, once we solve the fixed-point equation (11.8.17), we can compute the pairwise blocking using Eq. (11.8.18). ▲

11.8.2  N-Node Symmetric Network

In this section, we will generalize the three-node symmetric network case to \( N \)-node symmetric networks. We assume that the network is fully connected and that alternate paths are limited to at most two links.

Let \( a \) denote the pairwise offered load, while \( A \) denotes the link offered load. As we know from the three-node symmetric example, they are different. We will show below the connection between them. To do that, consider the number of circuits on a link to be \( c \).

We define \( b \) as the link-blocking probability. For brevity, we will use \( q = 1 - b \) as the probability of not being blocked on a link. Then, the probability of not being blocking on a two-link path is \( q^2 \). This, in turn, means that the probability of being blocked on a two-link path is \( 1 - q^2 \).

Assume that we consider \( M \) independent two-link paths for a node pair. Then the probability of being blocked on \( M \) independent paths is \( (1 - q^2)^M \). Since any calls blocked on the
direct link path are alternate routed to the $M$ two-link paths, the pairwise blocking, $z$, for a node pair is

$$z = b(1 - q^2)^M. \quad (11.8.19)$$

The total carried load on a link for two-link paths is $2a(b - z)$ while for direct traffic it is $a(1 - b)$. Thus, we can equate

$$A(1 - b) = a(1 - b) + 2a(b - z).$$

This implies that

$$A = a + \frac{2a(b - z)}{1 - b} = a + \frac{2ab[1 - (1 - q^2)^M]}{q}. \quad (11.8.20)$$

Note that when $M = 1$ this is then equivalent to a three-node network, and Eq. (11.8.20) reduces to Eq. (11.8.16). From the Erlang-B loss formula, we know that $b = B(A, c)$. Replacing $A$, we have the following fixed-point equation

$$b = B\left(a + \frac{2ab[1 - (1 - q^2)^M]}{q}, c\right). \quad (11.8.21)$$

Pairwise blocking $z$ is derivable once we know $b$ due to Eq. (11.8.19). Note that Eq. (11.8.21) reduces to Eq. (11.8.17) for the three-node symmetric network case since the number of alternate routes $M = 1$. This approach is summarized in Algorithm 11.5.

ALGORITHM 11.5  Computing Network Blocking for Symmetric Networks

```plaintext
procedure ComputeNetworkBlocking (a,c,M)
Initialize $b_{new}$
Set $b_{old} \neq b_{new}$
while ($|b_{new} - b_{old}| > \varepsilon$) do
    $b_{old} = b_{new}$
    $q = 1 - b_{old}$
    $z = b_{old}(1 - q^2)^M$
    $A = a + 2a(b_{old} - z)/q$
    $b_{new} = B(A, c)$
endwhile
return($z$)
end procedure
```

11.8.3 $N$-Node Symmetric Network with Trunk Reservation

In Section 10.2.4, we discussed the role of trunk reservation in dynamic routing. Here, we will consider how to incorporate trunk reservation in analysis. To do this analysis, we need
to consider the general form of blocking on a link for two different states (compared to “pure” link blocking through the Erlang-B loss formula used in Section 11.8.2). The derivation is shown in Appendix B.12.3.

When we have a link with \( c \) circuits, and \( r \) \((r < c)\) as the circuits reserved for trunk reservation, then how the call arrival is handled can be divided into two categories: (1) if the call is a direct link call, it can be attempted as long as there is a circuit left out of the total capacity \( c \), and (2) if the call is an alternate call, then it is allowed to be routed if fewer than \( c - r \) circuits are busy; in other words, if \( r \) or fewer circuits are free, an alternate routed call is not allowed on this link.

To be consistent with the previous section, let \( a \) be the pairwise offered load. We use \( A \) to denote the load offered to the link subject to trunk reservation \( r \). The probability, \( p_j \), that \( j \) circuits are busy (subject to trunk reservation parameter \( r \)) is given by

\[
p_j = \begin{cases} 
\frac{A^j}{j!} p_0, & \text{for } j = 0, \ldots, c - r - 1 \\
\frac{A^j}{j!} \left( \frac{a}{2} \right)^{j-(c-r)} p_0, & \text{for } j = c - r, \ldots, c,
\end{cases}
\] (11.8.22a)

where

\[
p_0 = \left[ A^0 + A^c + \sum_{k=1}^{c-r-1} \frac{A^k}{k!} + A^{c-r} \sum_{k=c-r}^{c} \frac{a^{k-(c-r)}}{k!} \right]^{-1}.
\] (11.8.22b)

If we denoted the link blocking by \( b \), then \( b = p_c \), and we can write

\[
b = \frac{A^{c-r}}{c!} a^r p_0.
\] (11.8.23)

If \( \hat{q} \) denotes the probability that no more than \((c - r - 1)\) circuits are busy, then \( \hat{q} \) can be obtained from Eq. (11.8.22a) by summing over states 0 to \( c - r - 1 \); i.e., it is given by

\[
\hat{q} = \sum_{j=0}^{c-r-1} \frac{A^j}{j!} p_0.
\] (11.8.24)

In this case, the total carried load on a link is \( a(1 - b) + (A - a)\hat{q} \). Similar to the case without trunk reservation, this carried load can also be expressed as \( a(1 - b) + 2a(b - z) \), where \( z \) is the pairwise blocking. Equating them and simplifying, we get

\[
A = a \left[ 1 + \frac{2(b - z)}{\hat{q}} \right].
\] (11.8.25)

This time we have two unknowns, \( b \) and \( \hat{q} \); thus, we have the set of Erlang fixed-point equations over two variables connected by the relations Eq. (11.8.23) and Eq. (11.8.24), where \( A \) is given by Eq. (11.8.25). Solving the Erlang fixed-point equation, we can obtain pairwise blocking as described in Algorithm 11.6.
Algorithm 11.6  Computing Pairwise Blocking for Symmetric Networks with Trunk Reservation.

```
procedure ComputeNetworkBlockingW-TR (a,c,M,r)
Initialize b_new, q_new
Set b_old ≠ b_new; q_old ≠ q_new; d = 1.0
while (d > ε) do
    b_old = b_new
    q_old = q_new
    z = b_old(1 - q_old^2)^M
    δ = a + 2a(b_old - z)/q_old
    b_new = δ/c; a \ p_0
    q_new = \sum_{i=0}^{r-1} A_i \ p_0
    d = max(|b_old - b_new|, |q_old - q_new|)
endwhile
return(z)
end
```

Finally, it is worth comparing this analysis to the case when there is no trunk reservation. Note that when there is no trunk reservation, \( r = 0 \), then \( \hat{q} \) becomes \( q = 1 - b \) and Eq. (11.8.23) becomes Eq. (11.8.21).

### 11.8.4 Illustration Without and with Trunk Reservation

In the previous two sections, we explained how to determine call blocking in a symmetric network without and with trunk reservation [385]. For this illustration, we consider a symmetric network with 100 units of capacity in each link. The offered load is varied from 70 Erls to 100 Erls for each pair of nodes.

First, consider the case of no trunk reservation. We have computed carried load for different load values using Algorithm 11.5; the results for a different number of alternate routes considered are shown in Figure 11.8. Note that \( M = 0 \) means no alternate routing allowed, which can be obtained directly from the Erlang-loss formula; \( M = 1 \) means the three-node network discussed earlier. We can easily see that as the load increases, there are multiple carried load values for the same offered load showing bistable behavior; the difference is more pronounced when the number of alternate paths increases. This indicates that in an overloaded situation, it is not a good idea to allow too many alternate routes since they compete with other traffic pair paths, thus almost nullifying any benefit of alternate routing.

We next consider trunk reservation, turned on with different values. The results are shown separately for different numbers of alternate paths considered, \( M = 1, 2, 4, 8 \). These results are obtained using Algorithm 11.6 and are shown in Figure 11.9.

We can see that with trunk reservation, the drop in carried load for a high offered load is not as severe as without trunk reservation; in fact in certain cases, the carried load continues to increase, even for a large number of alternate paths. It is, however, important to note that trunk reservation cannot always avoid bistability; the actual trunk reservation parameter value matters. With an appropriate value, bistability can be avoided and carried load drop
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**FIGURE 11.8** Symmetric network, no trunk reservation.

**FIGURE 11.9** Symmetric network, with trunk reservation, for different number of alternate paths ($M$).

is avoided as well; the rule of thumb mentioned earlier as $\sqrt{c}/2$ appears to be a good one. Second, by comparing performance for different values of $M$, we can see that under heavy
load, even with trunk reservation, it is beneficial to limit to a small number of alternate paths than many alternate paths.

There is an important point to note: different values of capacity and offered load with the ratio being the same as discussed above would provide similar behavior, but not exact behavior due to the nonlinear property of blocking.

The above result is for a generic call routing scheme. Obtaining analytical formulas for different routing schemes is not easy. In most cases, different routing schemes are evaluated using call-by-call routing simulation. A general observation from simulation of different routing schemes is that performance can vary depending on the load, and capacity, especially for the asymmetric case, with some looking better under one condition but so under another condition. Second, manageability of a routing scheme and impact on signaling are also important factors to consider. Later in Section 17.7.4, we will present results for different call routing schemes in which we also consider several extensions including multiservice environments.

11.9 Summary

In this chapter, we have introduced voice traffic engineering basics. We explained several key concepts and presented analytical models for analyzing dynamic call routing along with numerical results to understand the bistability issue.

We also discussed various network controls for traffic engineering. In fact, various controls are an integral part of an effective routing system. Thus, for good traffic engineering of a network, it is important to understand performance impact of routing along with different controls. Often, such an analysis requires simulation modeling to capture details of each routing scheme and control mechanisms.

Further Lookup

A. K. Erlang’s seminal work almost a century ago established the basic foundation for voice traffic engineering. In [204], Erlang showed that voice traffic follows the Poisson process, while in [205] he derived the Erlang-B loss formula along with several other key results.

In his seminal work done in the early 1960s, Weber [735], [736] considered understanding alternate routing and observed that (1) when a network with alternate routing capabilities becomes overloaded, the throughput can decrease if alternate routing is not reduced, and (2) trunk reservation is an effective control in an overload situation to maintain throughput. In essence, the notion of trunk reservation can be attributed to Weber.

Engineering and Operations in the Bell System [596] is one of the most comprehensive books on how the entire telecommunication infrastructure works. After almost a quarter century of publication, it still remains a valuable reference guide, even though many things have changed since then. Network management controls for the telephone network were comprehensively presented in the seminal paper [279], while an updated summary can be found in [700]. Manifestation of congestion from the signal network to the telephone is well documented in [298], along with additional measures to consider.

With interest in dynamic call routing starting in the late 1970s, various analyses have been done over the years in regard to dynamic routing and control. Bistability analysis for
symmetric dynamic routing networks and the issue of stabilization can be found in [385]; analytical modeling for the general case of hierarchical and nonhierarchical routing can be found in [7]. Other analyses, including simulation, of different routing schemes can be found in works such as [30], [36], [250], [251], [357], [358], [360], [382], [496], [539], [763]. For extensive models and results on dynamic call routing, the reader is referred to the books by Girard [253], Ash [27], and Conte [153].

**Exercises**

11.1 Review questions:

(a) What is 1 Erlang of offered load?

(b) What is ECCS?

(c) What is the relation between offered load in Erlangs and CCS?

(d) What is the relation between offered load in Erlangs and minutes of usage (MoU)?

(e) List factors that impact call blocking.

(f) What is grade-of-service?

(g) What is trunk reservation?

(h) In what situation(s), is a hard-to-reach code invoked?

11.2 Why is the arrival rate for telephone calls not sufficient to capture the traffic load?

11.3 Consider the symmetric case with and without trunk reservation (see Section 11.8.4). Determine how the bistability behavior changes for different number of alternate paths and trunk reservation values, if the capacity is changed to 50 and the offered load is proportionately varied. Do the same exercise also when the capacity is changed to 200. Compare the results and tabulate your observations.

11.4 Explain the role of different controls with dynamic call routing in improving network performance.

11.5 Calculate call blocking when 40 Erls is offered to a link with 50 circuits. Now change the number circuits to 100 circuits and recalculate blocking. How does the result change?

11.6 Consider a three-node network numbered 1, 2, and 3. Suppose that the voice circuit capacity of the links and the pair-wise offered load are given as follows:

<table>
<thead>
<tr>
<th>Link ID</th>
<th>Capacity</th>
<th>Pair ID</th>
<th>Offered load</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>50</td>
<td>1:2</td>
<td>40</td>
</tr>
<tr>
<td>1-3</td>
<td>40</td>
<td>1:3</td>
<td>20</td>
</tr>
<tr>
<td>2-3</td>
<td>60</td>
<td>2:3</td>
<td>60</td>
</tr>
</tbody>
</table>

(a) Determine link call blocking probability and pair-wise call blocking probability. Investigate if this system has the bi-stability problem.

(b) For this load and capacity, does the network need to invoke any of the control schemes?
11.7. What are the pros and cons of state-dependent call routing? Is this scheme similar to any of the dynamic call routing schemes discussed in Chapter 10.

11.8. Implement a call-by-call routing simulator that takes Erlang offered load for different node-pairs and capacity for different links as input, and also allows to select a trunk reservation parameter value and any of the dynamic call routing schemes. Refer to Appendix B.10 for a discussion on how to generate Poisson call arrival and exponential call duration time.

11.9. Identify a network situation in which more than one of the controls described Section 11.6 might be invoked.
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SS7: Signaling Network for Telephony

A doctor can bury his mistakes, but an architect can only advise his client to plant vines.

Frank Lloyd Wright

Reading Guideline
Understanding SS7 provides you with an idea about how call control function is accomplished in the telephone network. This chapter can be read independently. The material is organized so that the basic idea about how an SS7 network works is presented first, and then the chapter delves into issues such as SS7 point code addressing and the protocol stack. Several topics presented in this chapter are helpful in understanding Chapter 13 and Chapter 20.
SS7 can be thought of as the nerve behind the workings of the telephone network. It can also be thought of as a shadow network since it shadows the telephone network for functions such as call setup and call tear-down. More specifically, SS7 is an independent data network that is strongly tied to the telephone network. For example, intelligent network services such as 1-800-number translation uses SS7. While SS7 networks have been deployed worldwide, the standards vary in different parts of the world, including the addressing scheme, known as the point codes.

Keeping with the theme of this book, we present SS7 networking here primarily from a routing perspective. We also discuss key concepts behind SS7 networking that are helpful in understanding call routing in the presence of SS7. Its usage in call routing by the telephone network is discussed later in Chapter 13.

12.1 Why SS7?

Until the early 1970s, all signaling related to setting up a telephone call was done within the voice circuit of a telephone network in which the call is placed—this is known as in-band signaling. This in-band signaling, however, produces noticeable delay in setting up a call after the numbers are dialed; this delay is known as the postdial delay or the call setup time. From hierarchical routing discussed earlier in Chapter 10, we know that due to switching hierarchy a call can take up to nine consecutive circuits in the worst case (refer to Figure 10.2 in Chapter 10). In such a situation, the time it takes to set up a call can be significantly high if in-band signaling is used. It was recognized that the postdial delay was noticeable that a user, after dialing a number, would think that the call is not connected, although the call set up is still in progress due to transfer of signals through a series of switches; that is, such a delay should be bounded to a threshold value acceptable to user perception.

With the advances in data communication, it was realized that a separate data signaling mechanism can be used outside the voice network by sending short data messages for call set up and call tear-down. This process was found to be much faster than sending such signals in analog mode directly on a voice circuit. Such observations have led to the development of early versions of separate signaling mechanisms, which eventually led to common-channel interoffice signaling (CCIS), with the well-known version named CCIS No. 6. This then evolved to common-channel signaling 7, or CCS7, and finally to signaling system 7, or SS7.

Besides call setup and call tear-down, SS7-based services have been found to be useful for the toll-free 1-800-number lookup in the United States leading to intelligent network services, and more recently, local number portability. Features such as Caller ID, Call Waiting, and 3-Way Calling are all available as a result of SS7. Furthermore, the SS7 network has been used to exchange information for dynamic call routing techniques such as real-time network routing (RTNR), described earlier in Section 10.6 of Chapter 10.

12.2 SS7 Network Topology

We start by describing the elements of an SS7 network topology. Like any network, it has nodes and links; the nodes and links have specific roles in an SS7 network. This is described next.
12.2.1 Node Types

There are three types of nodes in the SS7 architecture:

- **Service Switching Point (SSP):** This node type is associated with a switch in a telephone network. Recall from Section 10.1 in Chapter 10 that a telephone network is hierarchical with several different levels of switches. Thus, an SSP can be associated with a switch at any level as long as the switch supports SS7 functionality. Thus, a switch that supports SS7 functionality can be thought of as having two interfaces; on one side is the connectivity for voice functionality and on the other side is the connectivity for SS7 data functionality. For simplicity, switches are thus synonymous with SSPs. That is, an SSP converts signaling for a voice call into SS7 signaling messages. The primary responsibilities of an SSP are call processing, call management, and helping route calls to their proper destination.

- **Service Control Point (SCP):** This type of node provides database access services to the telephone network. Using appropriate upper-layer SS7 protocols, to be discussed later, database services are accessed. Example of services provided by an SCP are 1-800 (toll-free) number translation services in the United States and local number portability (LNP); such services are often also clubbed under intelligent network (IN) and advanced intelligent network (AIN) services. It should be noted that an SCP acts as the interface to computers that store databases.

- **Signal Transfer Point (STP):** These nodes are the routers in an SS7 network. Their function is to route messages between two SSPs, or between an SSP and an SCP. It is important to note that it is not always necessary to have an STP for two SSPs to talk to each other; however, a message from an SSP is required to go through an STP to reach an SCP, especially in North America; outside North America, the STP function is often integrated with an SSP. For redundancy, STPs are deployed in mated pairs—thus, mated STPs are sometimes referred to as 2STPs.

In general, an SS7 network can be thought of as providing either a client-server service when an SSP talks to an SCP, or a client-to-client communication service when two SSPs talk to each other; STPs are used to route messages for such communication. Usually, there are two different types of SSPs: national and international. It is possible that an SSP can serve both national and international functions, thus providing hybrid services.

12.2.2 SS7 Links

Six different types of links have been defined for SS7 networking. They are as described below:

- **A-link (Access link):** A-links connect SSPs to STPs, or SCPs to STPs, or sometimes SSPs directly to SCPs.
- **B-link (Bridge link):** B-links connect nonmated STPs; these links are usually needed if an SS7 network is large enough to route messages to go through more than a pair of mated STPs.
• C-link (Cross link): C-links connect mated STPs. These links are useful, for example, in rerouting call setup-related signaling messages.

• D-link (Diagonal link): D-links are used to connect local mated STPs to regional mated STPs.

• E-link (Extended link): E-links can be used to connect an SSP directly to an STP that is not in its home STP.

• F-link (Fully associated link): F-links are used to connect two SSPs directly, thus not necessitating going through an STP to send signaling messages.

There can be multiple links between any two nodes; because of that, such a set of links is referred to as a **linkset**. For example, there can be up to 16 parallel links in a linkset between an SSP and an STP. Thus, from an SSP to its mated STP pairs, there can be up to a maximum of 32 links. These links are then identified through a signaling link code (SLC).

It should be noted that a link’s naming such as A-link, B-link, and so on, is mainly for the purpose of understanding connectivity between different types of nodes; it does not have any other significance. At the same time, this naming is helpful in describing SS7 routing. Note that it is not necessary to deploy all different link types in a specific network. For example, a network can be deployed with just F-links that connect each pair of switching nodes directly.

A sample SS7 network topology with all types of representative links and nodes is shown in Figure 12.1. Recall that STPs are deployed in mated pairs; this does not imply that an SS7 network needs twice the number of telephone switching nodes. Instead, multiple telephone switches can be served by just a pair of mated STPs as we can see from Figure 12.1.

---

**FIGURE 12.1** A sample SS7 network topology where all link and node types are shown.
12.3 Routing in the SS7 Network

Routing of signaling messages in an SS7 network is hop-by-hop and is based on a set of rules. In fact, link naming described in the previous section is helpful in describing these rules. Furthermore, for the purpose of routing, of the two mated STP pairs, one STP is assigned as the primary home STP for a set of SSPs. The routing rules are listed below:

- A message generated by an SSP to a directly connected SSP must take the F-link first, if it exists between them, and if the directly connected SSP is the destination for this message.

- If an F-link does not exist, a message generated from an SSP to another SSP takes the A-link for routing to the originating SSP’s primary home STP; the A-link to the secondary STP is taken if the A-link to the primary STP has failed or is congested, or the primary STP has failed or is congested.

- A message from an SSP to another SSP that is served by a different pair of mated STPs is routed on the A-link by the originating SSP to its primary home STP for forwarding further.

- A message that has already arrived at an STP for a destination SSP served by this STP takes the A-link; alternately, the message takes the C-link to its mated STP if the direct A-link to destination SSP has failed or is congested.

- A message that has already arrived at an STP destined for an SSP that is served by different mated STP pairs takes the E-link directly to the destination SSP if it exists; alternately, the message is routed to the primary home STP of the destination SSP using the B-link. The third alternate option is to use the B-link to the secondary home STP of the destination SSP. The fourth alternate option is to take the C-link to its mated STP for further forwarding of the message.

- A message from an SSP destined for an SCP takes the F-link if it exists. Otherwise, the message is routed to its primary home STP on the A-link for forwarding to the SCP.

Based on the above rules and given the topological redundancy shown in Figure 12.1, we can see that an SS7 network has built-in redundancy to allow multiple paths between two SS7 nodes. This is in fact important due to the critical role SS7 plays in the workings of the telephone network.

A route in an SS7 network is a sequence of linksets that defines a path from a source SSP to a destination SSP. Similar to a linkset, a routeset is defined as a collection of routes. A routeset must consist of at least two routes: a primary route and a secondary route; this can be ensured by providing appropriate alternate next-hop options at each node.
Example 12.1  Illustration of SS7 routing.

To illustrate SS7 routing, we consider again Figure 12.1. Suppose that a signaling message is to be sent from SSP 3 to SSP 4. Since these two nodes are directly connected by an F-link, it will take the direct link 3-4 as its first route. For this pair of SSPs, the alternate path would be 3-9-4 where node 9 is the primary home STP for SSP 3; this path, thus, consists of just two consecutive A-links. A third diverse path for the same pair of nodes is 3-9-10-4 consisting of an A-link followed by a C-link followed by an A-link.

Now consider sending a signaling message from SSP 2 to SSP 5; the first path would be 2-9-5 consisting of an A-link followed by an E-link. The second path is 2-9-11-5, and the third path is 2-10-11-5. Note that a link can appear in multiple paths. Routesets for these two source-destination pairs are summarized in Table 12.1.

Example 12.2  Illustration of a routing table.

In the above example, we have given the path view through routesets. To accomplish such routesets, the routing table at a node must keep entries for the next hop for each destination. Rather, to provide redundancy and diverse paths, two different next-hops for each destination are usually maintained in the routing table.

To have a routeset from SSP 3 to SSP 4, the routing table at node 3 (SSP) and the routing table at node 9 (STP) are shown in Table 12.2, under the assumption that node 9 is the primary home STP for SSP 2 and SSP 3.

| TABLE 12.1  Routesets for two source-destination pairs. |
|--------------|--------------|
| Source:Destination | Routeset |
| 3:4 | 3-4; 3-9-4; 3-10-4; 3-9-10-4 |
| 2:9 | 2-9-5; 2-9-11-5; 2-10-11-5 |

| TABLE 12.2  Routing Table entries for different destinations at node 3 and node 9. |
|-------------------|-------------------|-------------------|-------------------|
| **View at Node 3:** | **View at Node 9:** |
| Destination | Next Hop (Primary) | Next Hop (Secondary) | Destination | Next Hop (Primary) | Next Hop (Secondary) |
| 1 | 9 | 10 | 1 | 1 | 10 |
| 2 | 9 | 10 | 2 | 2 | 10 |
| 3 | — | — | 3 | 3 | 10 |
| 4 | 4 | 9 | 4 | 4 | 10 |
| 5 | 9 | 10 | 5 | 5 | 11 |
| 6 | 9 | 10 | 6 | 11 | 12 |
| 7 | 9 | 10 | 7 | 11 | 12 |
| 8 | 9 | 10 | 8 | 8 | 10 |
12.4 Point Codes: Addressing in SS7

Since an SS7 network is similar to other data networks, its various nodes must have addresses so that messages can be forwarded properly. So far in our discussion, we have used generic node numbering to describe an SS7 network. Node addresses in SS7 are called point codes; they are logical addresses and they do not identify the physical location of an SS7 node. In the SS7 protocol stack, this addressing is considered in layer 3.

When a user dials a number to reach a destination, the originating SSP generates a call setup message. The point code associated with the originating SSP is often referred to as the Originating Point Code (OPC), and the point code associated with the destination SSP is referred to as the Destination Point Code (DPC). Note that the DPC need not be the ultimate destination of the dialed call; we will illustrate this later in Example 12.4. A message going from an originating SSP to a destination SSP might need to be routed via an STP; the point code for this STP is referred to as the Adjacent Point Code (APC).

There are mainly two point code formats currently used around the world: one is known as the North American format defined by the American National Standards Institute (ANSI) and the other is known as the ITU format defined by the International Telecommunication Union (ITU).

12.4.1 North American Point Code

ANSI has standardized the North American point code format to be 24 bits in length partitioned into three 8-bit bytes. Thus, each byte range is from 0 to 255. In dotted-decimal notation, a point code can be written in a manner similar to an IP address; the difference is that since this is a 24-bit address, it has just three parts; for example, a point code would look like 5.7.15 in the dotted-decimal notation. There is no consistent notation for writing a point code. For instance, point codes are sometimes written in dashed-decimal notation, i.e., as in 5-7-15; at other times, point codes are written in a nine-digit format where the first three digits identify the first byte, the second three digits identify the second byte, and the third three digits identify the third byte without any marker in between, i.e., as in 005007015. In this book, we will use the dotted-decimal convention for point codes to be consistent with the convention used for writing IP addresses.

We now discuss the structure of the SS7 point code addressing scheme. The first byte identifies an SS7 network provider (or network number), the second byte identifies a cluster or a region, and the third byte identifies a member within a cluster. Member identifier 0 is usually reserved for STPs. Thus, for the address 5.7.15, the SS7 provider identifier is 5, the cluster identifier is 7, and the member identifier is 15; such an address very likely identifies an SSP. However, 5.7.0 is usually assigned to an STP that serves the SSP node 5.7.15 as its primary home STP. Based on this information, we can summarize the point code format as follows:

Point Code (North American): network number (8 bits) | cluster (8 bits) | member (8 bits)

It is important to note that the first byte identifies an SS7 network provider, not a carrier that provides telephone services. In other words, it is possible that a local telephone service provider might use an SS7 network provider for SS7 functionality. In this case, the SS7
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provider is likely to either assign a cluster group to this telephone service provider and then the member code for each SSP that the provider has, or directly assign a member identifier for all its SSPs.

12.4.2 ITU Point Code

Point codes in the ITU format are only 14 bits long. An ITU point code also has three parts: the first part consisting of 3 bits identifies a world zone, the second part consisting of 8 bits identifies a network, while the third part consisting of 3 bits is the signaling point identifier (SPID). The entire address then identifies a node in an SS7 network.

The world zone identifiers are listed in Table 12.3; as of now, 0 and 1 are not assigned as zone identifiers. The network identifier is typically assigned at the country level, while a particular country can be assigned multiple network identifiers. Note that network ID is 8 bits long; thus, it is restricted to the range 0 to 255. The general format can be written as:

Point Code (ITU): \[ \text{zone identifier (3 bits)} | \text{network identifier (8 bits)} | \text{SSP ID (3 bits)} \]

The network identifier together with the zone identifier is referred to as a Signaling Area/Network Code (SANC) designation. We will again use the dotted-decimal notation to write SANC designations and the complete point codes for the ITU format as well. However, keep in mind that the first part can take a value up to 7. For example, 4.164 is the SANC designation for Uzbekistan where 4 identifies the world zone, and 164 is the network ID for Uzbekistan. Indonesia, for example, has been assigned three SANC designations: 5.020, 5.021, and 5.022. Thus, an SSP in 5.020 can be identified as 5.020.1 where the third part is the SPID. In recent years, SANC codes have been assigned to countries that do not follow the original world zone designations; this is a result of the growth in SS7 deployment and unavailability of SANC codes in certain zones. For example, the United Kingdom falls under world zone 2. Thus, 2.068, a SANC code conforming to this rule, has been assigned to the United Kingdom. Since 2.x address space is already fully assigned, 4.253 has also been assigned to the United Kingdom, although 4.x is in world zone 4 (parts of Asia). A list of assigned SANC designations can be found at [322].

Note that not all countries follow the ITU format. As already discussed, North America has its own point code format that is based on ANSI. China also uses a 24-bit format, somewhat similar to the ANSI point code, while Japan uses its own point code format that is based on 16 bits.

<table>
<thead>
<tr>
<th>Zone Identifier</th>
<th>Geographic Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Europe</td>
</tr>
<tr>
<td>3</td>
<td>North America, Mexico, the Caribbean, Greenland</td>
</tr>
<tr>
<td>4</td>
<td>Middle East, North and East Asia</td>
</tr>
<tr>
<td>5</td>
<td>South Asia, Australia, New Zealand</td>
</tr>
<tr>
<td>6</td>
<td>Africa</td>
</tr>
<tr>
<td>7</td>
<td>South America</td>
</tr>
</tbody>
</table>
12.5 Point Code Usage

In this section, we discuss how point codes are used for routing table aggregation, its relation to telephone switches, and on interworking between different SS7 networks. Certainly, a telephone service provider can be its own SS7 provider, which is often true for large to medium-sized providers in North America. In such cases, the telephone service provider is assigned its own unique SS7 provider identifier.

12.5.1 Address Assignment

Actual assignment of point codes to nodes is usually done in a systematic manner so that the routing table size can be minimized; this can be done by assigning the member level entry for the primary home STP to zero. For example, consider Figure 12.2; the primary home STP for the SSPs on the left side on this figure is assigned the point code 1.4.0 while the SSPs are numbered 1.4.2, 1.4.3, 1.4.4, and 1.4.5; this is similar for the right-hand side. At the SSP with point code 1.4.2, the routing table entries for destination SSPs with point codes 1.5.2, 1.5.3, and 1.5.4 can be minimized by creating a single entry as 1.5.0 for the primary home STP for SSPs 1.5.2, 1.5.3, and 1.5.4; if a message from 1.4.2 reaches STP 1.5.0, it is this STP’s responsibility to deliver it to the appropriate destination SSP.

12.5.2 Relationship Between a Telephone Switch and an SSP

If a telephone network provider uses SS7 for signaling, all its switches must have an SSP interface with a point code associated with it; this point code is then at the level of member (third byte) in the SS7 addressing scheme in the North American point code format and at the level of SPID in the ITU format. In this way, a telephone switch is synonymous with an SSP.

**Figure 12.2**  An SS7 network example with point codes identified.
To see their relation, consider Figure 12.3 where two switches, Switch A and Switch B, are directly connected by a voice trunkgroup. Here, Switch A’s SS7 interface, the service switching point, is shown with a half-circle marker. As a general convention, we will use this mixed node picture to denote a switch with an SS7 interface whenever two switches are required to be shown along with their SS7 connectivity. Here, Switch A’s interface SSP is identified by point code 1.4.4 while Switch B’s SS7 interface SSP is identified by point code 1.4.5; they are connected by SS7 signaling links. This linkset is logically completely separate from the bearer circuits used for the voice service; it forms the F-link in this case.

**Figure 12.3** Switch–SS7 interface.

### 12.5.3 Interworking of SS7 Networks with Different Addressing Schemes

Recall that there are primarily two point code formats: North American and ITU. How does it work when a message is to be routed from a network with one type of point code format to another network with another type of point code format? First, each country must have at least one SSP (“a hybrid SSP”) that acts as an international gateway for routing messages from its national network to other nations’ networks. In countries where multiple providers are allowed to have international call handling capability, each such provider would have a separate international gateway. Thus, if an SS7 network uses the North American address format and it needs to communicate a signaling message to another SS7 network that uses the ITU format, the hybrid SSP changes the address format from one to the other format before forwarding the message. There is also the concept of an international SSP that serves as an exchange point between several national networks; this then avoids the need for a bilateral arrangement between every two countries. Such an international SSP essentially requires functionality similar to an STP since its responsibility is to forward messages to different gateway SSPs, albeit by also taking care of address conversion.

Consider Figure 12.4 where we have shown the SS7 network connectivity spanning four countries. Assume that Country A uses North American point codes for its SS7; for transfer of signaling messages to another country, the gateway SSP (hybrid SSP) in Country A is required to have an ITU-based address that can be understood by SS7 nodes in other countries; this node has 1.6.1 as its point code in the North American format for the internal network and 3.021.1 as its point code in the ITU format where the address block, i.e., the SANC code, 3.021, is assigned to the United States under the ITU-based point code addressing. All SS7 SSPs in the rest of the countries use ITU-based point codes; thus, communication is now possible. Certainly, this gateway node needs to regenerate every message going from one network to the other by replacing North American–based point codes by ITU-based point
codes; this is similar for a message going in the other direction. Note that we have also shown an international SSP with point code 3.020.1; this node serves as the exchange point between different countries.

12.6 SS7 Protocol Stack

So far, we have described SS7 network topology and addressing. Being a data network, SS7 also has a protocol stack; this protocol stack, however, predates TCP/IP. A schematic diagram of the protocol stack with certain key protocols identified is presented in Figure 12.5, along with a comparison to the OSI reference model.

12.6.1 Lower-Layer Protocols: MTP1, MTP2, and MTP3

The lower three layers of the SS7 protocol stack are labeled Message Transfer Part-Level 1 (MTP1), Message Transfer Part-Level 2 (MTP2), and Message Transfer Part-Level 3 (MTP3), corresponding to physical, data link, and network layers of the OSI reference model, respectively.

MTP1 defines the physical and electrical interfaces of the SS7 protocol stack. The following interfaces are defined: DS0A (56 Kbps), DS0 (64 Kbps), DS1 (1.544 Mbps), and E1 (2.048 Mbps), with DS0A as the mostly commonly deployed one due to historical reasons.

MTP2 takes care of typical data link layer issues such as error detection, bit stuffing, flow control, and so on. There are two key signaling units primarily for MTP2: (1) the fill-in signaling unit (FISU)—this message is sent continuously whenever there are no other messages to send, and (2) the link status signaling unit (LSSU)—this message is sent to provide the status of links connected to STPs. The FISU is 6 bytes long while an LSSU can be either 7 or 8 bytes.
long. FISU is sent as filler for idle time. The most important field in FISU is the frame check sequence (FCS) field. By monitoring FISU and observing any errors based on FCS, the MTP can assess the health of a link and take it out of service, if needed. LSSU is not normally sent; it is sent to indicate status such as out of service, link alignment problem, or busy.

MTP3, which is the equivalent of the network layer in OSI, provides addressing and routing. As described earlier, addressing is based on 24-bit point codes in the North American format and 14-bit point codes in the ITU format; routing rules are defined by labeling different link types in the network so that communication between one and another SSP, and between an SSP and an SCP can take place using STPs for routing. The basic messaging unit for MTP3 is called the message signaling unit (MSU); it is of variable length not to exceed 278 bytes.

We will discuss the MSU here in detail due to its role in call processing and routing, and because the FISU and the LSSU can be thought of as subsets of the MSU. The basic format of an MSU message is shown in Figure 12.6. The format for the FISU in MTP2 is similar to an MSU except that service information octet (SIO) and service information field (SIF) are not included and the length indicator (LI) is set to zero. The format for an LSSU is also similar to an MSU except that instead of the SIO and SIF, the link status indicator (LSI) field is included in their place; this field indicates the status of the link. The LI field is set to either 1 or 2 to indicate 1- or 2-byte lengths of the link status indicator field. For an MSU, the link indicator field is set to 3 or more to indicate the length of SIF in bytes. Since the LI is 6 bits long, this value is limited to 63; this means that even if SIF is more than 63 bytes, the value is still set to 63. It may be noted that all signaling units have the following fields in common: Flag, Backward Information Bit (BIB), Backward Sequence Number (BSN), Forward Information Bit (FIB), Forward Sequence Number (FSN), Spare bits, Length Indicator (LI), and Frame Check Sequence (FCS) (see Figure 12.6). The Flag field at the beginning of a signaling message indicates the start of the packet; its binary value is 0111 1110; thus, any time the remaining data in a signaling unit have more than five 1s, bit stuffing is used to avoid confusion with the Flag field. The frame check sequence is appended as the trailer for error detection. It should now be apparent that the left byte (Flag) shown in the MSU in Figure 12.6 is the first byte sent while FCS is the last part of the message. Within each byte, we use the convention that the leftmost bit is marked as the most significant bit.
In the MTP2 header part, FSN is used as the sequence number of a signaling unit; this field is incremented by the sender each time a new MSU is generated. BSN is used as the acknowledgment by the receiving side by indicating the FSN received for a new MSU. In case the FCS is incorrect, the receiving end sets the BIB field to 1 so that the sending end knows which FSN to retransmit. When the sender sides retransmit a particular FSN, it sets the FIB field so that the receiving end knows that it is a retransmitted packet. In other words, for normal transmission and acknowledgment, FIB and BIB bits are always set to zero. Note that for the FISU and LSSUs, FSN is not incremented; the FSN for the last MSU is kept the same on the FISU or LSSUs that are generated.
The SIO field in an MSU is further divided into two subfields: 4 bits for indicating the network type, although the two most significant bits are often used in practice, and the other 4 bits for indicating the service type. Sample values are shown in Table 12.4.

The SIF in MTP3 is the critical field where detailed information needed for a service such as call processing is encapsulated, where the SIO subfield described above provides the indicator for the transport protocol. However, the beginning part of the SIF field in MTP3 includes two pieces of information that are needed for the network layer: destination point code (DPC) and originating point code (OPC). The DPC and OPC fields are followed by the signaling link selection (SLS) field. In ANSI-based networks, the SLS field is used in selecting an outgoing link from a linkset when coupled with the DPC field; in ITU-based systems, the SLS field is used to identify the signaling link code that is influenced by the upper layer protocol. The three fields, DPC, OPC, and SLS, are collectively known as the routing label in SS7 networks. We have already described the point code structure for the North American and the ITU format. Taking the point code structure into account, the routing label in SIF has the following form:

Routing Label (North American): \[\text{DPC (24 bits)} \mid \text{OPC (24 bits)} \mid \text{SLS (8 bits)}\]

Routing Label (ITU): \[\text{DPC (14 bits)} \mid \text{OPC (14 bits)} \mid \text{SLS (4 bits)}\]

Thus, the routing label in the North American format requires 7 bytes while in the ITU format it requires just 4 bytes. The SIO field along with the routing label can be thought of as the core of the network layer header; the routing label identifies source and destination SSPs, which are similar to the source and destination IP addresses in an IP datagram header, and part of the SIO field identifies the upper layer protocol, similar to the protocol type field in an IP datagram header.

From Figure 12.6, we can see that the SIF field can be up to 272 bytes. The routing label is the first entity in this field and occupies only a small part of this length. The space provided by the remaining bytes is left for use by upper-layer protocols as and where needed.
12.6.2 Upper-Layer Protocols

Immediately above MTP3 in the protocol stack there are three well-known protocols, especially as related to call routing: Telephone User Part (TUP), Integrated Services Digital Network (ISDN) User Part (ISUP), and Signaling Connection Control Part (SCCP). From Figure 12.5, you can see that part of ISUP is also shown to be above SCCP—this is because ISUP can be implemented above SCCP while it is most commonly done directly over MTP3. In this section, we briefly describe TUP; ISUP and SCCP are discussed in subsequent sections.

TUP: TELEPHONE USER PART

TUP is a legacy protocol used for voice call control. Although it is no longer widely used, many countries around the world still use it. TUP is used to control only analog voice circuits. TUP provides the basic functions of call control such as call setup and tear-down; it also allows identification of the voice circuit to be used for a call using a field called Circuit Identification Code. To avoid confusion with Carrier Identification Code, to be discussed later in Chapter 13, we will refer to Circuit Identification Code as Trunk Circuit Identification Code, or TCIC. That is, the TCIC of a call is the code that identifies the logical circuit number used for voice transmission on a trunkgroup. It may be noted that TUP uses the TCIC in the routing label in MTP3 in place of the SLS code.

The initial setup message, known as the Initial Address Message (IAM), is generated by the original switch through its SS7 interface SSP identifying the destination SSP based on the leading digits dialed. For simplicity, consider again Figure 12.3, where we have shown a direct trunkgroup between an originating switch and a destination switch along with its SS7 interfaces. When the originating switch identifies which idle voice circuit is to be used from the trunkgroup that connects to the destination switch, it is translated to the TCIC code. Thus, in the IAM message, this TCIC code is included to inform the destination switch of the voice circuit chosen along with the OPC and DPC of the originating and destination switches.

If the circuit is successfully set up, the destination switch then generates an Address Complete Message (ACM) that is sent to the originating switch, again using the SS7 interface. Basic usage of IAM and ACM is similar to ISUP call processing described later in Section 12.8.

TUP is compatible with ISUP, while ISUP provides an extended set of parameters. Due to compatibility, an IAM message generated in an SS7 network that supports only TUP can be forwarded to an SS7 network that supports ISUP; certainly, the gateway SS7 node is required to reformat the message before forwarding it to the other network.

12.7 SS7 Network Management

Management of an SS7 network is also a critical function the SS7 protocol stack is required to provide. In fact, the SIO subfield can be used to indicate network management messages for the SS7 network (see Table 12.4). Once it is indicated that the message is a network management message through this field, the SIF field is used to provide further guidance on the details of the network management message types.

Network management messages are used primarily for routing management in the SS7 network. For example, if a certain linkset is congested in an SS7 network, a network management message can be generated to inform the associated SS7 nodes that it is temporarily
unavailable so that rerouting of signaling messages can be performed. To illustrate this usage, consider again Figure 12.2. Suppose that the A-link between the STP with PC 1.5.0 and the SSP with PC 1.5.3 is unavailable due to congestion; the STP with PC 1.5.0 will generate a transfer-prohibited (TFP) message identifying the unavailability of 1.5.3 and send on B-links to inform STPs with PCs 1.4.0 and 1.4.3. This way, a new call setup message generated the next time at PC 1.4.3 destined for PC 1.5.3 can take the alternate route, 1.4.3 to 1.4.0 to 1.5.1 to 1.5.3. When the A-link between the STP with PC 1.5.0 and the SSP with PC 1.5.3 becomes available again, the STP with PC 1.5.0 can generate a transfer-allowed (TFA) message along the B-links, so that the downstream nodes can now perform normal routing of signaling messages.

Due to the cluster concept discussed earlier, a cluster level congestion message, known as the transfer cluster-prohibited (TCP) message, can also be generated. Consider again Figure 12.2. Suppose that the primary home STP 1.5.0 is not able to access SSPs 1.5.2, 1.5.3, and 1.5.4. Then STP 1.5.0 can generate a TCP message to inform distant STPs 1.4.0 and 1.4.1 that SSPs in cluster 1.5.0 are not accessible through 1.5.0. Similar to TFA, the network management message type, transfer cluster-allowed (TCA), is generated when this cluster becomes available again.

There are many other messages defined for the purpose of SS7 network management and testing. We have discussed only a few critical ones to show their need and how their usage can be helpful in routing management of the SS7 network. Finally, it is important to note that these messages are meant to manage the SS7 network, not the telephone network trunks. Management of telephone network trunkgroups is often done using an ISUP message; this is discussed later in Section 12.9.

12.8 ISUP and Call Processing

While TUP has certainly provided key functionalities for setting up a call using the SS7 network, it was still a basic protocol. ISUP was designed to overcome limitations of TUP; an important aspect of ISUP is that it is an extensible protocol—thus, it can be customized for local need within a country. ISUP is now extensively used around the world for call processing in the PSTN, although it was originally defined for ISDN services.

ISUP defines about 100 different message types. We have summarized several key messages types such as Initial Address Message (IAM), Address Complete Message (ACM), and so on, in Table 12.5. Similar to TUP, the routing label and the TCIC code are included in all ISUP messages; the major difference here is that in the case of an ISUP message, the routing label consists of the DPC, the OPC, and the SLS fields while the TCIC code is included in a separate field following the routing label. Furthermore, in ISUP, IAM is generated only after all the dialed digits are entered by the user, while in TUP, IAM can be generated based on leading digits dialed.

The IAM message is the central message and carries much information; in fact, it has 39 different fields, of which 6 fields are mandatory fields. Table 12.6 lists key fields in the IAM message, including the mandatory fields. The IAM message carries all the critical information in regard to setting up a call; it includes information such as the TCIC field, and the Called Party Number and Calling Party Number. It is important to note that Calling Party Number is not a mandatory field. This means that the starting OPC is not required to include this field
when an IAM message is generated. An advantage of not including the Calling Party Number is avoiding automatic number identification by the receiving party; however, a difficulty is that if an error code is to be generated along a call path by an intermediate SSP, it would not know what calling party it is for—certainly, it is debatable whether the intermediate SSP needs to know this information. Thus, leaving it as an optional field was probably the best solution.

In an IAM message, the Calling Party’s Category field is used to indicate the type of subscriber originating the call. This field is used to indicate whether the originator is an ordinary calling subscriber, a call from a pay phone, or a call from a special-language operator.


### TABLE 12.6  ISUP Initial Address Message (IAM) and Release Message (REL): Key fields (Mandatory fields are marked with *).

<table>
<thead>
<tr>
<th>INITIAL ADDRESS MESSAGE (IAM):</th>
<th>RELEASE MESSAGE (REL):</th>
</tr>
</thead>
<tbody>
<tr>
<td>Routing Label*</td>
<td>Routing Label*</td>
</tr>
<tr>
<td>Trunk Circuit Identification Code (TCIC)*</td>
<td>Trunk Circuit Identification Code (TCIC)*</td>
</tr>
<tr>
<td>Message Type (IAM)*</td>
<td>Message Type (REL)*</td>
</tr>
<tr>
<td>Nature of Connection Indicator*</td>
<td>Cause Indicator*</td>
</tr>
<tr>
<td>Forward Call Indicator*</td>
<td>...</td>
</tr>
<tr>
<td>Called Party’s Category*</td>
<td>Call Reference</td>
</tr>
<tr>
<td>User Service Information*</td>
<td>...</td>
</tr>
<tr>
<td>Called Party Number*</td>
<td>...</td>
</tr>
<tr>
<td>... Call Reference</td>
<td>...</td>
</tr>
<tr>
<td>... Calling Party Number</td>
<td>...</td>
</tr>
<tr>
<td>... Carrier Identification Code</td>
<td>...</td>
</tr>
<tr>
<td>... Generic Address</td>
<td>...</td>
</tr>
</tbody>
</table>

The User Service Information field is usually not needed for a regular telephone call. It is used when the subscriber is requesting data transmission such as ISDN that does not use a modem. The Called Party Number contains the number that the originating user dials, excluding any leading digits used to indicate whether it is a long distance, or an international, or an operator-assisted call. Since the number can be for a variety of services, we will discuss it further after a discussion of numbering plans in Chapter 13. Call Reference is an optional field in an IAM message. This is assigned to a call for the purpose of identification of the call; this is not a global value and is used primarily for tracking. The Carrier Identification Code field identifies the network carrier; its use will be discussed in Chapter 13. Furthermore, the role of the fields, Forward Call Indicator and Generic Address, will be discussed later in Section 13.11.4, when we introduce number portability.

An ISUP REL message is an important message that is often associated with an IAM message. Key fields for an ISUP REL message, including 4 mandatory fields, are listed in Table 12.6. In the normal mode, this message is used to indicate the release of a call. However, REL is used for much more than that. It includes a cause indicator field; for a normal call release, cause identifier 16 is used. If a call is not accepted during setup due to lack of an available voice circuit, a REL message is generated by specifying this cause in the cause indicator field. Automatic congestion level is also indicated using the cause indicator field in the REL message. Two levels of congestion are used, which depends on the threshold value specified; on receiving the level of congestion information, a source switch may choose to active hard-to-reach code (refer to Section 11.6.2). In fact, the REL message type is used in numerous ways [331]; for example, for indicating if the receiving user’s line is busy (cause identifier 17), or if the number at the receiving end is an unallocated/unassigned number (cause identifier 1), or if no circuits are available (cause identifier 34), or if switching equipment is congested (cause identifier 42).
There are some differences between the ISUP messages in the ANSI format and the ITU format; for example, the TCIC field in the ANSI-based IAM message is 14 bits long while it is 12 bits long in the ITU-based IAM message. Similarly, values for certain types or identifiers can be different.

**Example 12.3**  *Call setup and tear-down process using ISUP messages.*

We first present a simple illustration of the call setup process using ISUP messages. Consider a call from a switch with point code 1.4.4 to a destination switch with point code 1.4.5 (see Figure 12.7). Assume that by checking idle voice circuits, it has identified the TCIC code of the idle voice circuit as 51.

A call process starts with the IAM message from PC 1.4.4 to PC 1.4.5. At this point, the voice circuit number 51 is tagged for use by this call, but not fully reserved yet. If the user on the receiving side is available, PC 1.4.5 generates an ACM message to the PC 1.4.4 of the originating switch, and the ring is started while voice circuit number 51 is fully reserved for the call. On receiving the ACM message at the originating switch, user B starts hearing the ring. The destination switch generates the CPG message periodically until the user on the receiving side picks up the phone. Once the user picks up the phone, the ANM message is generated.

**Figure 12.7**  ISUP call setup message exchanges.
Assume that the call originator is the one who hangs up the phone at the end of the conversation (see Figure 12.8). A REL message is then generated at this end for the other end with cause identifier 16 for normal call clearing [331]; this REL message is then responded to using an RLC message to indicate complete call tear-down.

We make the following important remarks:

- Before the trunkgroup is initialized between two adjacent telephone switches, they must agree on the logical voice circuit numbering that is to be viewed consistently from both sides so that there is no ambiguity in the TCIC code included in the initial IAM message. That is, if TCIC is set to 51, the receiving switch knows which voice circuit it is, so that it does a tagging on this circuit and does not assign this same TCIC code to a newly arrived call at this switch going in the other direction. This is important since voice circuits are often bidirectional. There is a general rule about how to assign the TCIC code. Usually, two telephone switches are connected by T1 (with 24 voice circuits) or E1 (with 30 voice circuits) circuit groups; multiple circuit groups can make up the entire trunkgroup. Each T1/E1 circuit group is first numbered from 0 to a maximum of 127; instead of using 24 or 30, the circuit bundle for each link unit is often set to 32 following an ITU convention. Thus,

\[ \text{TCIC code} = \text{circuit}_\text{group}_\text{number} \times 32 + \text{circuit}_\text{id}. \]

Suppose that the circuit group to be used is numbered 20 and the circuit number assigned within this circuit group is 15. The TCIC code for this circuit will then be 655. With this
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rule, the maximum value possible is 4096, which is also the maximum value allowed in an ITU IAM packet due to 12 bits assigned to the TCIC field. Although the TCIC field in ANSI IAM is 14 bits long, i.e., the TCIC field can take a value up to 16,384, such a high value is rarely required if we consider the traffic demand factor. Using the Erlang-B loss formula given by Eq. (11.2.3), we can see that 3000 Erlangs of offered load at 1% call blocking requires 3023 trunks, which can be easily accommodated in the TCIC code range. Not only that, it is extremely rare that two adjacent switches have more than 3000 Erlangs of offered load.

- There are many functions that can occur as soon as the ACM message is received by the originating switch. As an example, we show the initiation of the call detail record (CDR) for this specific call at the originating switch; this record is closed when the REL message is generated at the completion of the call. CDRs are used for the purpose of billing as well as for other usage. Note that not every CDR entry results in a billable entry; for example, a call may not be answered by the receiving side; a CDR is generated for this call but it is not a billable call.

ISUP currently uses the pass-along method for sending signaling messages from an originating telephone switch to the ultimate destination telephone switch; that is, signaling messages are handed on a hop-by-hop basis from one telephone switch to the next telephone switch until the ultimate destination is reached; this is consistent with progressive call control (PCC) discussed earlier (refer to Section 10.1 in Chapter 10). This is not to be confused with actual routing of such messages within the SS7 network.

Example 12.4 Call routing and SS7 ISUP IAM message routing.

To understand the above discussion about the pass-along method/progress call control, consider Figure 12.9. We assume here that the telephone switch associated with point code 1.4.2 for which the call originates (“O-switch”) and the telephone switch associated with point code 1.4.3 for which the call is destined (“D-switch”) are not directly connected by a direct trunkgroup. A call between them is required to use the tandem switch identified by point

![Figure 12.9](image.png)
code 1.4.6 ("T-Switch"). That is, there is a trunkgroup between the O-Switch and T-Switch, and also a trunkgroup between the T-Switch and D-Switch—these are marked by bold lines. We assume that when a call arrives at an O-switch, there are circuits available between the O-Switch and T-Switch, and between the T-Switch and D-Switch.

From an SS7 network perspective, assume that there is no direct F-link between SSPs 1.4.2 and 1.4.6, and between SSPs 1.4.6 and 1.4.3. All of them use STP with PC 1.4.0 to route signaling messages; for simplicity, we show only one STP instead of a mated pair of STPs.

Now consider a user associated with an O-Switch who dials a number to another user associated with a D-Switch. The IAM message (not shown in the figure) will first be generated at PC 1.4.2 with OPC as 1.4.2 and DPC as 1.4.6 while including called and calling party number information; the TCIC code of the voice circuit assigned on the trunkgroup between the O-Switch and T-Switch is, say, 22. This IAM message will be routed from SSP with PC 1.4.2 to STP with PC 1.4.0 to SSP with PC 1.4.6. On receiving this IAM message by PC 1.4.6, it will realize that the call is not terminating at this switch by inspecting the called party number. Thus, PC 1.4.6 will regenerate an IAM message for this call keeping the called and calling party information but changing OPC to 1.4.6 and DPC to 1.4.3; this IAM message will be routed from the SSP with PC 1.4.6 to STP with PC 1.4.0 to the SSP with PC 1.4.3. The TCIC code of the voice circuit assigned on the trunkgroup between the T-Switch and D-Switch is, say, 89 and is not related to the TCIC code on the first leg.

12.8.1 Called/Calling Party Number Format

So far, we have not discussed actually referencing to any specific Called or Calling Party Number format. This requires familiarity with E.164 numbering, which will be discussed later in Chapter 13, where we will again bring back SS7 call processing for a complete understanding of call routing in the public switched telephone network. Here, we present a brief description of the format and a simple illustration.

The Called Party Number parameter contains two main subfields, one to indicate the nature of the address, and then the called number. The first subfield, Nature of Address Indicator, is encoded to indicate if it is a national number or an international number, whether an operator is requested, and which numbering plan is used. Certainly, the most common numbering plan is E.164. Once the numbering plan is indicated, then the called party number is encoded using four bits for each digit while all 1s in the four bits indicates the end of the number. The nature of address indicator can be used to indicate if the called number is a ported number; this will be discussed later in Section 13.11.4. We illustrate below Called and Calling Party Number as used, for example, in an IAM message.

Routing Label: OPC=1.4.4 DPC=1.4.5
TCIC: 55
Message Type: IAM
CalledPartyNumber:
  NatureofAddressIndicator: National
  NumberingPlan: E.164
  Digit: 816-344-2525
CallingPartyNumber:
  NatureofAddressIndicator: National
  NumberingPlan: E.164
  Digits: 816-328-2208
It may be noted that ISUP messages use bit/byte-level encoding for different information. The above is listed in a textual mode for ease of understanding.

12.9 ISUP Messages and Trunk Management

ISUP messages are also used for trunk management. If you look at Table 12.5, you will notice that it contains several message types that have little to do with either call setup or call tear-down. We have listed several of them for illustration such as BLO, BLA, CGB, and CGBA.

The message type BLO can be used to block a particular bidirectional voice circuit on the direct trunkgroup connecting two telephone switches when the telephone switch on one end invokes it so that the telephone switch on the other end cannot use the same circuit for a call. In this case, the TCIC field indicates the specific circuit to be blocked. When this message is sent, the other end responds by sending the BLA message to acknowledge the BLO message. The originating switch can unblock this circuit later by sending message type UBL; certainly, the TCIC field on this message would need to match what was announced earlier. The receiving end then acknowledges by sending a UBA message.

The functions of message types CGB, CGBA, CGU, and CGUA are similar to BLO, BLA, UBL, and UBA, respectively. The main difference is that these are used in regard to a range of circuits on a trunkgroup instead of just a single circuit. That is, to block a range of circuits by one end, the message type CGB can be used; in this case, the payload part of the message will include the range of circuits to be blocked from this trunkgroup. The other end acknowledges it by responding with the message CGBA. The message type CGU is sent later by the originating switch to deactivate one directional blocking of the range of circuits; the receiving end then acknowledges by responding with the message CGUA.

These functions are useful for maintenance of a voice circuit or a range of circuits; for example, a circuit failure can be indicated by using the BLO message.

12.10 ISUP Messages and Dynamic Call Routing

Earlier in Chapter 10 we presented several different dynamic call routing schemes that have been deployed in operational networks. Some of them use SS7 messaging for status related to call routing while others use dedicated circuits. Specifically, dynamic nonhierarchical routing (DNHR) and real-time network routing (RTNR) use SS7 ISUP messages for dynamic routing controls. Note that such messages are not standardized messages. We discuss them here to show how ISUP can be useful for the exchange of control messages for dynamic call routing.

Recall from Section 10.2.3 that telephone call control is usually based on progress call control (PCC). However, DNHR implemented originating call control (OCC) within its network. Thus, it requires a certain functionality to do OCC. Furthermore, crankback also plays a role in this regard. Also recall that the dynamic call routing network discussed in Chapter 10 is limited to using at most two links for call routing within its routing domain, where it is often the middle network connecting a local exchange carrier (LEC) to another local exchange carrier (see Figure 12.10). For example, a call that originates at switch 6 in a LEC’s network that is destined for switch 7 in another LEC’s network uses the dynamic call routing network as the middle network. Thus, within the dynamic call routing domain, we can
say that Switch 1 is the originating switch and Switch 3 is the destination switch. For alternate routing, we need to keep this in mind while considering the functionalities discussed below.

12.10.1 Functionalities

To set up a call in a dynamic call routing network, four types of messages are helpful [27]:

- Traveling class mark—to control the selection of the route at a switch within the dynamic call routing network.
- Crankback—to return control of the call to the originating switch.
- Status Query—to request link status (trunkgroup status) from a switch.
- Status Response—to respond to a link status query that contains link status information.

The first two message types can be used during the call setup phase within the domain of the dynamic call routing network. The last two message types are not required to be tied up directly to the call setup phase.

TRAVELING CLASS MARK

This message type can be used to control routing choices at different switches and is typically implemented as part of the ISUP IAM message by including this information in the optional part of the payload. Thus, when the originating switch within the dynamic call routing network receives its call control from the access network that is based on hierarchical routing, it needs to decide by consulting the routing table whether to route the call on the direct link path or on a two-link path to the destination switch within its network. Within its network,
there are three traveling class mark (TCM) tags, EXIT1, VIA1, and EXIT2, required for call handling in an IAM message. In essence, an IAM message is extended with additional information for the purpose of controlling routing choices.

**Crankback**

Recall that we discussed crankback and call control in Section 10.2.3 in Chapter 10. To accomplish crankback, a new ISUP message type for crankback is used. Its role comes within the dynamic call routing network at an intermediate switch. When the intermediate switch cannot find an available trunk to the destination switch, it has to return the control of the call to the originating switch within the dynamic routing network, for example, in a DNHR-based routing environment where originating call control is used. The returning control of the call is accomplished by sending an ISUP crankback message to the originating switch.

**Status Query**

A Status Query message can be generated depending on the actual implementation of the dynamic call routing schemes. In case of RTNR (refer to Section 10.6), the originating switch within the dynamic call routing network can initiate a status query to the destination switch to inquire about the link status of all outgoing trunkgroups from the destination switch that are within its routing domain. For RTNR, the query is about the availability of trunkgroups based on a certain load threshold value.

A Status Query message can be used in other dynamic call routing frameworks as well whenever the status of a trunkgroup is needed. For example, the query can be about available bandwidth, in a periodic or aperiodic manner, to a neighboring switch.

**Status Response**

A Status Response message is generated as a response to a Status Query message. For RTNR, the terminating switch responds with the link state status of outgoing trunkgroups. While for RTNR this information concerns availability at a certain threshold, the status can be about available bandwidth in the case of an appropriate dynamic call routing framework.

In general, a status response would be generated as a response to a status query. However, a status response can also be generated by a switch to inform its neighbor about a change in trunk availability status based on an increase or decrease in call traffic. Either way, the status response message provides the functionality of the link state routing concept in a dynamic call routing environment.

### 12.10.2 Illustration

We now illustrate usage of the above messages in a dynamic call routing environment. Consider Figure 12.10 again; suppose the call originated in the access network at Switch 6 and is destined for Switch 7 in another access network. Switch 6, on recognizing that this call needs to go through another network, consults its translation table to determine that the call must be forwarded to Switch 1. Although the figure shows only the telephone switches, imagine that there is a parallel SS7 network that shadows the switched network. We consider the following possible scenarios:
1. If Switch 1 can route on the direct trunkgroup to Switch 3 due to availability of a circuit, then its IAM message includes the TCM tag EXIT1 so that Switch 3 knows that it is the destination switch within its network.

2. Suppose that Switch 1 needs to use the alternate route 1-2-3 to Switch 3 due to non-availability circuits on the direct trunkgroup 1-3. In this case, the IAM message is generated by Switch 1 where the TCM tag is set to VIA1. On receiving this switch, Switch 2 recognizes that it is the intermediate switch within the dynamic routing network. By inspecting the called party number in this IAM message, Switch 2 determines that the destination switch is Switch 3 and finds an available circuit on the 2-3 link; Switch 2 then generates a new IAM message for this call with the TCM tag set to EXIT2, which is sent to Switch 3. On receiving this IAM message by Switch 3, it recognizes that it is the destination of the call by inspecting the tag field of the IAM message.

3. When Switch 2 receives an IAM message with the TCM tag set to VIA1, it is possible that there are no trunks available on the trunkgroup from Switch 2 to Switch 3 (subject to trunk reservation) for this call. Two situations are possible:

   (a) If the dynamic routing network has crankback capability, Switch 2 will generate a crankback message to Switch 1 identifying the handling of the call and also specifying that the TCIC code of the circuit on link 1-2 identified through the IAM message is no longer needed. On receiving this crankback message at Switch 1, Switch 1 may try another alternate path such as 1-4-2 if this path is listed as the next route in its call routing table.

   (b) If the dynamic routing network does not have crankback capability, Switch 2 will generate an ISUP network trunk congestion (NTC) message to Switch 1 so that Switch 1 in turn can indicate to the originating switch (Switch 6) that the call cannot be completed.

4. On arrival of a call within the dynamic routing core, Switch 1 (the ingress switch) may request Switch 3 (the egress switch) provide a status report for all outgoing trunkgroups by sending a Status Query message; on receiving such a message, Switch 3 may respond by sending a Status Response message that reports the availability status of all outgoing links.

   It is easy to see that all dynamic call routing schemes that allow at most two-link call routing within its network can invoke step 1 and step 3. Any scheme that has crankback functionality can invoke step 3(a); otherwise, step 3(b) is invoked. A scheme such as the RTNR scheme would invoke step 4, which essentially enables the link state routing concept for dynamic call routing networks. Finally, a Status Response message can be generated by any switch to update information about its outgoing links to others, either periodically or based on load-based triggers; this functionality also applies to link state routing where each switch upon receiving such information may decide to update its routing.
12.11 Transaction Services

Transaction services that use SS7 networks require access to SCPs. The SCP nodes in an SS7 network provide an interface to database services. Message routing for such services does not follow the pass-along method (progressive call control) that is used for ISUP messages over MTP3. Instead, message routing for transaction services uses a different transport protocol, the Signaling Connection Control Part (SCCP). Transaction-based applications then use SCCP as the transport layer protocol. TCAP and SCCP information is embedded in the SIF field along with the routing label (see Figure 12.11).

![Figure 12.11 SCCP and TCAP in Service Information Field of MSU.](image)

### 12.11.1 SCCP: Signaling Connection Control Part

SCCP provides both connectionless and connection-oriented network services. Connectionless services are divided into two categories: basic connectionless service and sequenced connectionless service. The basic connectionless service serves as the transport for TCAP messages that fit within a single message. If a particular transaction requires more than one message, the sequenced connectionless service is used. Connection-oriented services are rarely supported in the current deployment of SS7. In fact, the connectionless service is the only one used/deployed in the North American networks.

To indicate that a packet is an SCCP packet at an MTP3 level, the SIO subfield is used (refer to Table 12.4). SCCP information is carried in the SIF field as shown in Figure 12.11. There are different SCCP message types due to different services provided by SCCP. The most commonly used message type among SCCP messages is an SCCP unitdata message; its schematic format is shown in Figure 12.12.

Here, we will describe several critical fields of this message. Two important fields in SCCP unitdata messages are Called Party Address and Calling Party Address; in fact, they both include further detailed information. For example, the first byte of called/calling party address contains the following information: routing indicator (2 bits), global title indicator (4 bits), subsystem indicator (1 bit), and point code indicator (1 bit). Routing indicator indicates whether to use national or international networks and whether to route using global title or point code/subsystem number. If the global title bit in the routing indicator is turned on, the global title indicator field is used to provide further information about the transaction type, numbering plan, and so on. The global title is used, for example, in 1-800-number translation. The subsystem indicator is used to indicate if the called/calling party address contains the subsystem number; if so, the next byte indicates the subsystem number. Finally, the point code
indicator is used to indicate if the called/calling Party Address contains the point code; if so, the point code is included after the subsystem number field.

It is important to keep in mind that understanding the SCCP fields described above requires some knowledge of a telephone numbering plan, the role of certain numbers in a numbering plan, and their usage. This will be discussed further in Chapter 13.

12.11.2 TCAP: Transaction Capabilities Application Part

TCAP uses SCCP as the transport layer for a variety of applications such as 1-800-number lookup (for global title translation), calling card validation, roaming functionality for wireless services, and so on. For example, for global title translation, the routing indicator field in SCCP is set to zero. We will discuss global title translation in further details in Chapter 13 after we introduce the E.164 numbering plan.

A TCAP message has two key parts, the transaction portion and the component portion, and may include an optional part, the dialog portion. The transaction portion contains information about a specific transaction, such as a transaction identifier and the packet type, that can be used by an STP to route to the proper destination. The component portion contains the data received from the application. The optional dialog portion is used, for example, for encryption information.

There are several TCAP message types that can be identified in the transaction portion: (1) Unidirectional—sent in one direction without expecting a reply; (2) Query with Permission/Query without Permission—sent when accessing information stored in a database; also to separately indicate whether it is to be done with permission or without permission; (3) Response—used in responding to a query; (4) Conversation with Permission/Conversation without Permission—generated as a follow-up to a query; again, with or without permission can be indicated; and (5) Abort—sent when an originating entity wants to end a transaction. As an example, an 1-800-number query with permission will result in a response that contains the routing number(s) associated with the 800-number. We will discuss this further and illustrate its usage in Chapter 13 after discussing numbering plans.
12.12 SS7 Link Traffic Engineering

It is extremely important that a message generated at an SSP destined for another SSP reaches there quickly. In SS7 networks, this is governed by a simple rule of thumb: the utilization on any link of a data rate of 56 Kbps should not exceed 40%. Recall that between two adjacent nodes in an SS7 network, we have a linkset consisting of up to a maximum of 16 links. Here the rule of thumb refers to a link, not the linkset.

What does 40% utilization threshold on a 56-Kbps link mean? To understand that, we need to understand the signaling message arrival process. Note that call arrivals in the telephone network trigger the generation of associated ISUP IAM messages. Since call arrival is assumed to follow the Poisson process (Appendix B.10), we can assume that ISUP IAM message arrivals also follow the Poisson process. Indeed, there are other SS7 messages that can traverse an SS7 link in addition to ISUP IAM messages. For simplicity, we assume that all SS7 message arrivals to a link follow the Poisson process. We consider the 40% utilization as the rule of thumb for all such arrivals. To see the impact on delay, we will use the $M/M/1$ queueing result discussed earlier in the context of IP traffic engineering (see Section 7.1.4 in Chapter 7). Let the Poisson arrival of SS7 messages be denoted by $\lambda$, and the message service rate of a 56-Kbps link by $\mu$. Then the utilization for a 56-Kbps link, $\rho$, is given by

$$\rho = \frac{\lambda}{\mu}.$$

Since $\rho = 0.4$, thus, we have $\lambda = 0.4 \mu$. The service rate of messages is related to the link speed, $c$, and is given by the following relation:

$$c = \kappa \mu$$

where $\kappa$ is the average message size (in bits). In SS7 networks, the average message size is around 40 bytes for most ISUP messages. For a link speed of 56 Kbps, we can determine the average message service rate of a 56-Kbps link as

$$\mu = \frac{c}{\kappa} = \frac{56,000}{(40 \times 8)} = 175 \text{ messages/sec}.$$

Thus, the average message arrival rate at 40% utilization is then

$$\lambda = 0.4 \mu = 70 \text{ messages/sec}.$$

Using the $M/M/1$ queueing delay formula, given by Eq. (7.1.4), we can find that the average queueing delay, $\tau$, on a 56-Kbps link at 70 messages/sec average arrival rate is

$$\tau = \frac{1}{\mu - \lambda} = \frac{1}{175 - 70} = \frac{1}{105} \approx 9.5 \text{ millisec}.$$  

Now let us examine how this impacts the end-to-end delay in an SS7 network. Note that the delay on a link also depends on the propagation, the transmission delay, and the node processing delay (refer to Appendix B.9). We assume here that the node processing delay for an SS7 packet is comparatively negligible compared to the other three factors. For a 56-Kbps link traversing 300 km in length, the delay due to the propagation and the transmission delay
is about 7.2 millisec for a 40-byte packet. Thus, we can consider the delay on a link to be not more than 17 millisec when we also include the queueing delay factor.

Consider now Figure 12.2. Sending a message from an SSP to another SSP in this network can take up to three links under the normal routing rule: an A-link followed by a B-link followed again by an A-link if the SSPs are served by different mated home STPs. For simplicity, we will assume that all links are 300 km long. Thus, to traverse these three links, the total delay, based on 40% utilization on a 56-Kbps link speed for each leg, will be 51 millisec.

When a call goes over multiple network providers, say three network providers, the call setup message will be transferred from one provider’s SS7 network to the next and so on. Assume this time that the message must go over two SS7 links in each provider’s network; then, the end-to-end delay for a message would be about 102 millisec (\(17 \times 2 \times 3\)) under the 40% utilization rule on 56-Kbps link speed. This illustrates two important aspects: (1) why it is good to keep link utilization low, and (2) why the number of links in SS7 networks should be kept to a minimum to contain the end-to-end delay at an acceptable level since this counts toward postdial delay.

We now briefly comment on why 40% utilization is a good rule on an SS7 link of low speed such as 56 Kbps. Note that an SS7 is subject to two additional functionalities at the MTP2 level: (1) frame check sequencing catches any transmission error through checksum check, and (2) if a packet is garbled when recognized through checksum, retransmission needs to be indicated. Thus, the sending node is required to keep an MSU in its retransmission buffer until an acknowledgment is received from the other end. If there is nothing new to send, the FISU is transmitted. In addition, SS7 message size in general has minimal variability. Due to these factors, the message processing behavior is much more complicated than the exponential service distribution assumed above. Even with Poisson packet arrival behavior, such systems, known as the M/G/1 system in queueing theory due to such a general service process, have a more complicated queueing delay behavior. Rather the system can potentially become unstable at utilization over 50% if there are any transmission errors; as a result of this instability, the delay curve rises steeply near 50% utilization; for a detailed analysis, the reader is referred to [646]. Thus, the 40% utilization rule is a good rule of thumb for low-speed links such as a 56-Kbps link.

An SS7 network can now allow higher link speeds such as 1.544 Mbps. It is easy to see that due to multiplexing gain on such a higher speed link, with 40% utilization, the queueing delay will be much less. Note that the service rate of a 1.544-Mbps link with an average message size of 40 bytes is 4825 messages/sec (\(= 1.544.000/(40 \times 8)\)); at 40% utilization, the allowable arrival rate will be up to 1930 messages/sec; again using the M/M/1 queuing delay formula given by Eq. (7.1.4), we can find that the average delay will now be less than 1 millisec. Thus, through higher speed links, the end-to-end delay can be reduced significantly if 40% utilization threshold is still used as the rule of thumb. Alternately, a somewhat higher link utilization threshold can be permissible on a 1.544-Mbps SS7 link while the delay is still predictably bounded.

### 12.12.1 SS7 Network Performance Requirements

For operational environments, performance parameters for specifying signaling delays are specified in terms of a hypothetical signaling reference connection (HSRC). The aim is to contain the postdial delay incurred during SS7 message transmission, i.e., signaling delays in
regard to the time taken for the transfer of SS7 messages from the originating SSP to the destination SSP in the HSRC. The reference value is given for 95% of the signaling connections in terms of large or small networks, and whether it is for national or international networks, including recommendation for the maximum number of nodes on an SS7 path [85] (Table 12.7).

### Table 12.7 Hypothetical signaling reference connection for 95% of signaling connections: delay requirement and nodes in a path.

<table>
<thead>
<tr>
<th>Network Type</th>
<th>Time (in millisec)</th>
<th>Number of Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>National Component (large)</td>
<td>520 (800)</td>
<td>8</td>
</tr>
<tr>
<td>National Component (average)</td>
<td>390 (600)</td>
<td>6</td>
</tr>
<tr>
<td>International Component (large to large)</td>
<td>410 (620)</td>
<td>7</td>
</tr>
<tr>
<td>International Component (large to average)</td>
<td>540 (820)</td>
<td>9</td>
</tr>
<tr>
<td>International Component (average to average)</td>
<td>690 (1040)</td>
<td>12</td>
</tr>
</tbody>
</table>

**12.13 Summary**

SS7 networking is critical to the workings of the public switched telephone network. It has two key dimensions: its network topological architecture and its protocol stack. We have indicated how routing works in an SS7 network given its topological architecture. The topological architecture is built in such a way that there is enough redundancy so that a message has multiple paths to reach its destination. SS7 protocol stack provides several application functions such as call processing and service lookup that are used by the telephone networks. We discussed in detail ISUP messaging that can be used for call processing, trunk management, and in a dynamic call routing environment. We presented the difference between call routing and SS7 message routing. Finally, we covered SS7 link traffic engineering.

An important point to note about SS7 is that many message types have been defined for call setup, maintenance, and call release using ISDN user part (ISUP). Note that while ISUP was originally defined for ISDN, it is now commonly used for regular telephone call management. Furthermore, some message types are used for trunk management, while others can be used for congestion management.

### Further Lookup

The best source of material on SS7 is actual specifications such as [327], [329], [331], [689]; for example, for a complete list of cause identifiers with an ISUP REL message, refer to [331]. There are several books and web-sites that provide significant details about SS7 networking; for example, see [102], [183], [190], [194, Chapter 2], [311], [556], [557], [613].

To further understand the use of signaling messages in dynamic call routing, see [27, §16.4]. For SS7 network engineering and performance analysis, the reader may refer to [297], [516], [612], [646]. For performance requirements of SS7 networks, see [85], [325], [326], [634]. Like any other network, SS7 also is found to have security issues; for example, see [425], [431], [500], [522] for a discussion. In recent years, there have been efforts in the IETF community to standardize SS7 over IP [247], [501], [642].
Exercises

12.1. Review questions:
   (a) What are the three key components of an SS7 network?
   (b) Describe all the different types of links possible in an SS7 network.
   (c) Identify the common fields in FISU, LSSU, and MSU.
   (d) Describe the various components of the North-American point code addressing.

12.2. Why are 2STPs associated with each SSP in an SS7 network?

12.3. Compare the SS7 protocol stack to the TCP/IP protocol stack, and identify similarities and differences.

12.4. Ignoring regional STPs, determine the minimum and maximum number of hops from an SSP to another SSP.

12.5. Investigate point code formats used in China and Japan, and compare them to the North American and the ITU formats.

12.6. Why is it necessary to have an F-link?

12.7. Explain all the valid routing rules in the SS7 network.
Public Switched Telephone Network: Architecture and Routing

Watson come here, I want you!

Alexander Graham Bell

Reading Guideline
The first part of this chapter can be read independently. Knowledge of SS7 (Chapter 12) and call routing (Chapter 10) is necessary for understanding various scenarios discussed as we progress through this chapter. In turn, this chapter helps in understanding IP-PSTN routing presented later in Chapter 20.
In this chapter, we introduce E.164, the telephone number addressing scheme used worldwide. Within this plan, each country can determine its own numbering scheme. The Public Switched Telephone Network (PSTN) architecture relies on this numbering scheme along with routing hierarchy to properly deliver calls from one part of the world to another. With the advent of SS7 messaging, the SS7 network takes an important role in call routing, especially due to the numbering plan, while maintaining the hierarchical structure. While there are still parts of the world that do not use SS7, we still assume prevalence of SS7 as the basis for discussing call routing. The absence of SS7 in call routing reverts back to the hierarchy rule as described earlier in Chapter 10 and is not discussed here.

After introducing the number plans and the dialing plans, we then progressively consider call routing in the presence of the numbering plan, as we move from a single nationwide network, to the multiple long-distance service provider environment, to the multiple local exchange provider environment, and, finally, to the scenario of number portability. In most cases, we use the North American numbering plan for illustration; the basic ideas are applicable in other numbering plans as well. As appropriate, we present variations due to differences in the numbering scheme.

Finally, as you read through this chapter, an important point to keep in mind is that the overall architecture should be efficient so that postdial delay/call setup time is kept to a minimum without customers noticing this factor.

### 13.1 Global Telephone Addressing

While telephone services have been around for more than 100 years, a global telephone addressing architecture is only about 40 years old. The telephone numbering format currently used is known as E.164 [323]; it has evolved from E.29 to E.161/Q.11 to E.163 to its current form E.164. The E.164 addressing scheme E.164 has the following general format:

\[
\text{Country Code} \mid \text{National Destination Code} \mid \text{Subscriber Number} \tag{13.1.1}
\]

A country code can be one to three digits and a national destination code is generally two to four digits; the total number of digits is of variable length with a maximum limit of 15 digits. In practice at present, the entire number, including the country code, is not longer than 13 digits, while lengths of 10 and 11 digits are the most common. To avoid confusion between country and national destination codes, and to give global significance, the complete telephone address is now listed starting with “+” sign followed by the country codes to help quickly identify the country codes and then the rest. The national destination code is also referred to as the area code in countries such as the United States and Canada, and city codes in other countries. Usually, for the purpose of human processing, country/city/subscriber numbers are either separated by space and/or a dash or a dot or parentheses. For example, for country code 1 used in North America, area code 816, and subscriber number 328-9999, it can be listed as: +1 816 328-9999 or +1 (816) 328-9999, or +1.816.328.9999, all meaning the same. Note a convention for human understanding. In fact, only the actual number sequence matters; dashes or periods are not entered. The call processing module in the originating time-division multiplexed (TDM) switch would understand and handle only the dialed numbers. For simplicity and consistency, we will use the dash convention in this book, as in +1-816-555-1212, which is then an 11-digit number in E.164 format.
We will start with a brief history of the world telephone numbering scheme. In the mid-1960s, the CCITT Blue Book (also known as Recommendation E.29) first presented the initial partitioning of the world into several code zones and described the initial set of country codes. Zones are the single number to identify large geographic regions. While much has remained the same as was assigned in the beginning, some adjustments have been made since then. The current breakdown of the zones can be best described as shown in Table 13.1.

Essentially, a zone signifies the first digit of a country code; a country code often starts in the world zone in which the country is geographically located and has a maximum of three digits. While in most cases the country code of a country is located in the geographic zone, this is not always the case; for example, Mexico is allocated a country code +52 from World Zone 5, not from World Zone 1; Greenland is allocated country code +299, not from World Zone 3 or 4. There are other exceptions as well. Some countries do have the world zone as the country code; furthermore, a country code can be shared by different countries. For example, the United States and Canada share country code “1,” while Russia and Kazakhstan share country code “7.” It may be noted that the former Soviet Union was allocated zone 7; all of the rest of the countries that were part of the former Soviet Union have moved since then to either zone 3 or zone 9. Another exception, particularly in World Zone 1, is that the Caribbean countries do not really have country codes; these countries are assigned area codes under the North American Zone; for example, Jamaica has the country identifier +1-876, Barbados has the identifier +1-246, and so on. Note that a zone can be defined to start with “0;” thus, a country code may start with “0.” However, as of now, no country codes starting with “0” have been assigned. In Table 13.2, the country codes for a representative set is listed.

There is an important point to note about the assignment of country codes; the entire addressing scheme must have no ambiguity from the point of view of dialing and, thus, for processing of dialed numbers at a TDM switch. From Table 13.2, we can see that there are country codes that are two digits long, and there are others that are three digits long, yet there is a special pattern to it. Consider, for example, the country code for India; it is +91. Can we then have a country country code +913? The answer is no. Since India is already assigned +91, the third number after 9 and 1 would indicate the first number of a city code in India that starts with 3. This also means that, besides two regions with one-digit country codes, not many countries should be assigned a two-digit country code so that all countries in the world can be covered with a maximum of three digits. Sometimes, there are interesting extensions to

<table>
<thead>
<tr>
<th>World zone</th>
<th>Regions/Countries</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>North America, Caribbean Countries, and US territories</td>
</tr>
<tr>
<td>2</td>
<td>Africa</td>
</tr>
<tr>
<td>3 and 4</td>
<td>Europe</td>
</tr>
<tr>
<td>5</td>
<td>South/Latin America</td>
</tr>
<tr>
<td>6</td>
<td>Oceania, South East Asia, South Pacific</td>
</tr>
<tr>
<td>7</td>
<td>Russia and Kazakhstan (originally assigned to former Soviet Union)</td>
</tr>
<tr>
<td>8</td>
<td>East Asia and Special Services</td>
</tr>
<tr>
<td>9</td>
<td>Middle East, West Asia, South Asia</td>
</tr>
</tbody>
</table>
### Table 13.2 Examples of country codes from different zones.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Zone 1</td>
<td></td>
<td>Slovak Republic</td>
<td>+421</td>
<td>Zone 7</td>
</tr>
<tr>
<td>USA &amp; Canada</td>
<td>+1</td>
<td>United Kingdom</td>
<td>+44</td>
<td>Russia and Kazakhstan +7</td>
</tr>
<tr>
<td>Jamaica</td>
<td>+1-876</td>
<td>Poland</td>
<td>+48</td>
<td>Zone 8</td>
</tr>
<tr>
<td>Trinidad &amp; Tobago</td>
<td>+1-868</td>
<td>Germany</td>
<td>+49</td>
<td>International Freephone +800</td>
</tr>
<tr>
<td>Zone 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Egypt</td>
<td>+20</td>
<td>Nicaragua</td>
<td>+505</td>
<td>South Korea  +82</td>
</tr>
<tr>
<td>Nigeria</td>
<td>+234</td>
<td>Costa Rica</td>
<td>+506</td>
<td>Hong Kong    +852</td>
</tr>
<tr>
<td>Kenya</td>
<td>+254</td>
<td>Peru</td>
<td>+51</td>
<td>China        +86</td>
</tr>
<tr>
<td>South Africa</td>
<td>+27</td>
<td>Mexico</td>
<td>+52</td>
<td>Bangladesh   +880</td>
</tr>
<tr>
<td>Zone 3</td>
<td></td>
<td>Brazil</td>
<td>+55</td>
<td>Taiwan       +886</td>
</tr>
<tr>
<td>Greece</td>
<td>+30</td>
<td>Ecuador</td>
<td>+593</td>
<td>Zone 9</td>
</tr>
<tr>
<td>France</td>
<td>+33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iceland</td>
<td>+354</td>
<td>Malaysia</td>
<td>+60</td>
<td>India        +91</td>
</tr>
<tr>
<td>Lithuania</td>
<td>+370</td>
<td>Australia</td>
<td>+61</td>
<td>Pakistan     +92</td>
</tr>
<tr>
<td>Italy</td>
<td>+39</td>
<td>Indonesia</td>
<td>+62</td>
<td>Lebanon      +961</td>
</tr>
<tr>
<td>Zone 4</td>
<td></td>
<td>New Zealand</td>
<td>+64</td>
<td>Palestine    +970</td>
</tr>
<tr>
<td>Romania</td>
<td>+40</td>
<td>Thailand</td>
<td>+66</td>
<td>Israel       +972</td>
</tr>
<tr>
<td>Switzerland</td>
<td>+41</td>
<td>Kirbati</td>
<td>+686</td>
<td>Iran         +98</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>+420</td>
<td>Marshall Islands</td>
<td>+692</td>
<td>Uzbekistan   +998</td>
</tr>
</tbody>
</table>

Three-digit country codes from a two-digit country code. For example, Czechoslovakia was originally assigned country code +42. After the breakup of Czechoslovakia into two countries, country code +42 is no longer valid; instead, the Czech Republic has been assigned country code +420 and the Slovak Republic has been assigned country code +421.

Finally, +388 is a virtual country code space that can be used by a group of countries. Within this address space, +388-3 has been assigned to European Telephone Numbering Space (ETNS), intended for services Europe-wide [207, 526].

#### 13.1.1 National Numbering Plan

Beyond the country code, each country must have a numbering plan so that the number dialed by users can be of variable length, yet there is no ambiguity. Below, we will discuss briefly three different national numbering plans. It is important to note that the dialing plan is adapted from the numbering plan; the dialing plan need not be exactly as specified in the numbering plan and should not be confused with the numbering plan; this will become clear when we discuss dialing examples later.

**NORTH AMERICAN NUMBERING PLAN**

The North American Numbering Plan (NANP) that spans the United States, Canada, and Caribbean countries follows a fixed 10-digit format for a normal phone number, while allow-
ing certain exceptions for special purposes such as 911 for emergency services and 411 for directory services. Recall that they are in World zone 1 with country code designation +1. The NANP is often referred to as the NPA–NXX–XXXX format, where NPA is a three-digit numbering plan area, also commonly referred to as the area code; NXX is a three-digit numbering for local exchange; and XXXX is a four-digit station code that identifies a subscriber. For example, for telephone number 816-235-2006, 816 is the NPA, 235 is the NXX, and 2006 is the station code.

Specifics of which combination of three digits is allowed to be in an NPA or an NXX have evolved over time. For example, until a decade ago, the middle digit in NPA could only be 0 or 1; this is no longer the case (as of 1995). In the current form, the first digit N, however, cannot be 0 or 1, i.e., it can take 2 to 9, regardless of whether the first digit is the numbering plan area or the exchange code, while all the other positions can be any digits from 0 to 9, which is often indicated by X. Thus, the current format can be best described as NXX–NXX–XXXX, although we will refer to it as NPA–NXX–XXXX so that it is easy for us to distinguish between the numbering plan area code and the local exchange code. Within the numbering format, N11 is saved for special services such as 911, and, thus, cannot be used as area codes or an exchange code. The reason why no NPA or NXX starts with 1 or 0 is that 1 as the first digit dialed is reserved to recognize that it is a toll call, i.e., the subscriber pays, usually on a per-call basis. Thus, the first dialed digit being 1 is referred to as the national direct dialing (NDD) prefix and 0 as the first digit followed by any digits other than 1 is reserved for operator-assisted calls, while 0 followed by 11 is used for international direct dialing (IDD) prefix.

There are also special purpose area codes 800, 888, 877, and 866 that are allocated for toll-free (freephone) services; for simplicity, the numbers in this group will be referred to as 1-800-numbers or toll-free numbers. The area code or exchange code 555 is reserved for informational purpose. The area codes N9X are known as expansion/reserved codes; they are slated for use when the current 10-digit NANP format would need to be expanded. Furthermore, area codes 37X and 96X are set aside in case it is desirable to have 10 contiguous address blocks for any unanticipated need.

In the NANP, there is no special numbering plan for mobile/cellular services. Mobile numbers are also of NPA–NXX–XXXX format. While specific NXX’s within a particular NPA has been assigned to mobile providers, such assignments are no longer necessary with local number portability (refer to Section 13.9).

The NANP is currently administered by the North American Numbering Plan Administration (NANPA) [531]. NANPA follows the NPA Allocation Plan and Assignment Guidelines as prepared by the Industry Numbering Committee (INC) of Alliance for Telecommunications Industry Solution (ATIS) [309], [310]. The Canadian Steering Committee on Numbering (CSCN) is in charge of allocation within Canada [109].

**NUMBERING PLAN IN INDIA**

In April 2003, India (country code +91) did its most recent and extensive revision of the national numbering plan, with the expectation that this plan will serve the country for another 30 years [491].

The numbering plan in India now conforms uniformly to 10 digits where the national destination code and subscriber numbers can be of different lengths as long as they add up to 10 digits; thus, in E.164 format, the total length is 12 digits including two digits for the
country code. The national destination code in India is referred to as the trunk code or area code that identifies a short-distance charging area (SDCA); it can be of two, three, or four digits in length, which means that the subscriber numbers in corresponding cases are of 8, 7, or 6 digits, respectively. For example, the SDCA for Delhi/New Delhi is 11 (just two digits); thus, all subscriber numbers are of eight digits. The first two digits of trunk codes range from 11 to 89, while the trunk codes can be of two to four digits in length. In other words, no trunk codes can start with 0 or 9. Note that the NDD prefix in India is 0, and the IDD prefix is 00. If a trunk code were to start with 0 as the first digit, then there would have been a conflict while trying to dial such a number with NDD prefix 0 since IDD is 00. A trunk code that starts with 9 is primarily reserved for mobile services with certain exceptions (see below for further details).

Codes 100, 101, and 102 are assigned for police, fire, and ambulance services, respectively. Thus, no subscriber number can start with these as the first three digits. Subscriber numbers can start in the range of 2 to 6; currently, only 2 is used in practice as the first digit for a subscriber number. Digits 0, 1, 7, 8, and 9 cannot be used as the first digit for telephone exchange codes in basic services. In fact, the new guidelines say that a number that starts with 1 is for special services; there are many special services defined beyond police, fire, and ambulance services. An amusing pair of numbers is 116 for wakeup call registration and 117 for wakeup call cancellation; see [491] for a detailed list. A number that starts with 1 such as 116 might seem contradictory since the SDCA code for Delhi is 11 and a subscriber number can possibly start with 6. Note that while the SDCA code for Delhi is 11, a telephone number in Delhi is dialed without 11 when dialed within the Delhi SDCA area, i.e., just the subscriber number is dialed, which starts in the range 2 to 6. From outside Delhi but within the rest of India, a telephone number located in Delhi is dialed with 0 as the prefix and then the SDCA code 11, i.e., as 011, which is then followed by the actual subscriber number. From outside India, a number in Delhi will have the dialing format +91-11. Note that the special services numbers that are dialed starting with 1, such as 116 and 117, cannot be dialed or accessed from outside India; thus, there is no ambiguity.

It may be noted that the notion of the national destination code/subscriber number is for the basic PSTN service, that is, for the landline number. Mobile services in India use a three-part format keeping the total number of digits also at 10. A mobile number has the following structure: a two-digit Public Land Mobile Network (PLMN) number, a three-digit Mobile Switching Center (MSC) code, followed by a five-digit subscriber number. The range of numbers for two-digit PLMN starts with 9, except that 90, 95 and 96 are reserved for other purposes, mainly due to historical reasons. Thus, valid PLMN numbers are 91, 92, 93, 94, 97, 98, and 99. As an example, a valid 10-digit mobile number is of the format 98-965-827XX where PLMN is 98, MSC is 965, and the subscriber number is 827XX. In “+” notation, this can be written as +91-98-965-827XX.

NUMBERING PLAN IN CHINA

The numbering plan in China (+86) has certain similarity to the numbering plan in India. Landline numbers, excluding country code, can be of 10 or 11 digits in total while mobile numbers are always of 11 digits. The national destination code in China is referred to as the area code; it can be of two, three, or four digits in length while subscriber numbers are either eight digits or at minimum seven digits. Area code allocation is divided by geographic areas:
Area 1 is Beijing with area code 10; Area 2 is for large Chinese cities that are given two-digit area codes such as Shanghai – 21, Tianjin – 22, Chongqing – 23, and Nanjing – 25. Area 3 is for the Hebei, Shanxi, and Henan area codes, and so on. Thus, an example of a number in Beijing in E.164 notation is +86-10-8230-XXXX. It may be noted that mobile services nationwide start with code 13. An example of a mobile phone number with “+” notation would be: +86-13-81782-XXXX.

Codes 110, 119, and 120 are assigned to police, fire, and ambulance services, respectively. The national direct dialing prefix in China is 0, while 00 is the international direct dialing prefix, similar to India and most countries.

### 13.1.2 Dialing Plan

The E.164 plan shown in Format (13.1.1) describes the full format of international telephone addressing. For historic reasons, the full format is not required for dialing unless a call is made to an international location. Most countries allow essentially four forms of dialing: a call to a local number within a city or geographic proximity, a local call for special services such as for police, a call to another city/region outside the local dialing region, and a call to an international location; except for the first and the second cases, prefixes are required to be prepended to a number such as the NDD prefix that is used for within a country and the IDD prefix that is used for international calls. Mobile phones have somewhat different dialing plans than residential landline phones. Even with this variety, there must be no ambiguity in dialing. We will illustrate two examples for dialing from residential landline phones.

#### Example 13.1  Dialing from a residential landline phone in the United States.

Consider a user making a call from the landline\(^1\) number +1-816-328-9999, shown in E.164 format; note that it is located in area code 816 (Kansas City area). For emergency service calls to 911, the user simply dials 911. A local call to a number in the same area code, say, +1-816-235-2006, is dialed simply as 235-2006. Consider now calling two different numbers, +1-913-235-2006 and +1-351-235-2006, in two different area codes. The first number, +1-913-235-2006, is also considered a local number in the Kansas City area, although it has a different area code; thus, the user can simply dial this number as 913-235-2006 without prepending 1 for the NDD prefix; note that there is no ambiguity in dialing 913-235-2006 compared to dialing just 235-2006 since the second one means that the number is already in area code 816 where the call origination is also from a number with 816 as the area code. The other number, +1-351-235-2006, is a number in area code 351, which is assigned to the state of Massachusetts, i.e., in a different geographic region; thus, the user is required to dial 1-351-235-2006; here, the first digit “1” indicates that it is a long-distance call, i.e., “1” is the NDD prefix. There are also area codes that are used for a variety of services; the best known is the toll-free 1-800-number calls; for example, the user would dial such a number as 1-800-213-XXXX; this number is then routed to a routable number, i.e., a valid line number for actual call routing.

\(^1\)At present, central office codes such as 816-328 and 816-367 have not been assigned, according to NANPA [531]; we are using them here for illustration assuming that they are associated with landline TDM switches.
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**TABLE 13.3** Numbers as dialed from +1-816-328-9999: the originating TDM switch’s view.

<table>
<thead>
<tr>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>911</td>
</tr>
<tr>
<td>2352006</td>
</tr>
<tr>
<td>9132352006</td>
</tr>
<tr>
<td>13512352006</td>
</tr>
<tr>
<td>1800213XXXX</td>
</tr>
<tr>
<td>011911162345678</td>
</tr>
<tr>
<td>011919896582779</td>
</tr>
<tr>
<td>011861381782XXXX</td>
</tr>
</tbody>
</table>

Now consider that the user wants to make a call to the following international number: +91-11-623-45678; this number would be located in India (country code: +91), in Delhi (city code: 11), and the local subscriber number is 623-45678. In this case, the user in Kansas City dials 011-91-11-623-45678, where “011” indicates the international access code, i.e., the IDD prefix. Similarly, to dial a mobile number in India, for example, +91-98-965-82779, the user would need to dial 011-91-98-965-82779. To dial a mobile number in China such as of the form +86-13-81782-XXXX, the user would need to dial 011-86-13-81782-XXXX.

We can see that although dialing a telephone number is of variable length, there is no ambiguity in dialing so that the originating TDM switch can properly process the dialed numbers. From the originating TDM switch’s perspective in regard to the example numbers discussed so far, it receives the digits as shown in Table 13.3. We can see from this table that the originating TDM switch, based on the first few digits and/or the number of digits dialed, would need to know how to handle/route a call without ambiguity.

To summarize, the first number is handled for emergency services based on the numbers dialed. The next two are based on the number of digits dialed, with the first three digits indicating that it is not a call for a special service. The fourth one is handled for long-distance, based on the first digit being 1; the last three are handled for an international connection based on the first three digits being 011.

**Example 13.2** Dialing from a residential landline phone in India.

Consider a user making calls from the residential landline\(^2\) number +91-11-623-45678; this number is located in the city code 11 (Delhi). Thus, a local call to another number within the same city code, say, to +91-11-676-54321, can be dialed simply as 676-54321. Now consider calling a number within India to a different city code, say, dialing +91-361-673-0710, which would be located in city code 361 (Guwahati), or dialing to +91-452-667-1203, which would be located in city code 452 (Madurai); these are long-distance (or trunk) calls and, thus, the user is required to dial 0-361-673-0710 and 0-452-667-1203, respectively. Here, the first “0” followed by a digit other than 0 indicates that it is a long-distance (trunk) call since the NDD prefix in India is “0.” Now consider that the user wants to dial a call to the following international

---

\(^2\)This is valid, but is not an assigned number yet; all subscriber numbers in Delhi currently start with 2 while the new numbering plan allows that the first digit of a subscriber number can be in the range of 2 to 6 [491].
number: +1-816-328-9999, located in the United States, in city code 816. In this case, the user in Delhi would dial 00-1-816-328-9999, where “00” indicates the international access code, i.e., the IDD prefix in India, followed by “1” for the country code for the United States or Canada, and then the rest of the digits. Similarly, to reach the international number, +92-21-585-XXXX, which is located in Pakistan, the user would dial 00-92-21-585-XXXX, or to reach the mobile number +86-13-81782-XXXX in China, the user would dial 00-86-13-81782-XXXX.

A mobile number in India can be a bit confusing, partly because the number does not appear to indicate locality based on the initial few digits. Consider the number +91-98-965-82779. If it were a local number in Delhi, the user in Delhi would dial 98-965-82779, while if it is a number from another geographic area, then the user in Delhi would need to dial 0-98-965-82779 to indicate that it is a long-distance call. A common user may not know that the mobile switching center code part 965 is not located in Delhi. In this specific example, it is indeed a long-distance call from Delhi and the landline user is required to dial 0-98-965-82779.

We can again see that there is no ambiguity in dialing. The originating TDM switch in Delhi based on the first few digits and/or number of digits dialed knows how to handle a call. From the perspective of the TDM switch, the TDM switch receives the digits as shown in Table 13.4. Here, the first one is based on the number of digits dialed; the next three are handled for long-distance based on the first digit being 0; the last two are handled for an international connection based on the first two digits dialed being 00.

Dialing from a phone other than a residential landline phone varies. For example, from a corporate environment, it is common to include the prefix 9 to dial outside and then dial the digits as shown in earlier illustration with residential landline numbers. In the case of mobile phones, it is often not necessary to dial the NDD prefix; for example, in North American, most wireless network providers allow the user to dial a number without the NDD prefix.

Later, we will discuss how routing is accomplished based on a dialed number, especially dialing of leading digits, i.e., the first few digits dialed, at the originating TDM switch. The need for determining routing at the originating switch based on leading digits partly arises from the fact that the numbers dialed can be of variable length, thus, not knowing when it ends, and also since there is not really a concept of an “enter” button on telephone dialing, although the # key on telephones sometimes serves as the enter button. That is, preprocessing of dialed digits is required before deciding on routing.
13.2 Setting Up a Basic Telephone Call and Its Steps

We will illustrate a basic telephone call; this process helps in understanding how digits dialed leads to a routing decision. While there have been many different types of switches over the years, we will assume in this illustration that the switches have the ability to store and process dialed digits without any out-of-band signaling functionality; that is, call routing that requires SS7 signaling will be discussed later.

Consider a telephone call from user A to user B who are located in the same local area, requiring local dialing. In this illustration, we will start with the assumption that both numbers are served by the same service providers. For this illustration, we will use the telephone numbering system in North America. Consider user A’s number to be (816) 328-9999 and user B’s number to be (816) 235-2006. In this case, the called party number is (816) 235-2006 and the calling party number is (816) 328-9999. Note that both numbers are located in the same city served by the area code 816, but served by different central office codes; thus, user A is required to dial only 235-2006.

User A picks up the receiver:

1. User A first lifts the receiver; this off-hook status lets the central office/exchange 328 know that user A requires the phone service, based on the presence of direct current in subscriber line interface (known as DC signaling).
2. Central office/exchange 328 determines whether it has the originating register to store digits dialed.
3. Once central office/exchange 328 verifies the availability of the originating register, it then provides dial tone functionality to user A.

User A dials a number:

1. Once user A hears the dial tone, she starts dialing user B’s number 235-2006.
2. As soon as user A dials the first digit, the dial tone is disconnected, and the exchange starts storing the digits dialed.
3. By examining the leading digits dialed, 235 in this case, the exchange realizes that it is a local interoffice call.
4. The originating exchange does a lookup process, known as translation, to determine the trunkgroup identifier that connects exchange 328 to exchange 235, and starts scanning for an idle trunk on this trunkgroup.
5. If an idle trunk is found, then this trunk is seized and is marked as unavailable to other calls originating at the same exchange; furthermore, this seizure also causes the incoming register to be seized at exchange 235.
6. Once the incoming register at exchange 235 indicates readiness to receive dialed information to exchange 328, outpulsing of digits dialed by user A begins.
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7. Before sending the last digit, the originating exchange checks if user A is still off-hook since otherwise there is no reason to connect the call. Assuming user A is still off-hook, incoming digits are then stored at the terminating exchange.

8. The terminating exchange then determines if user B’s phone is on or off-hook. If it is idle, then the ringing register at the terminating exchange is seized, releasing the incoming register; the audible ring is then returned to the originating exchange, while it also starts ringing user B’s telephone.

This, thus, completes the call establishment.

There is an important point to note here. Suppose after translation, and scanning the trunkgroup to the terminating exchange, it was found that all trunks in this trunkgroup are busy. In this case, the originating exchange will identify the local tandem office and look for an idle trunk to this switch. If this trunkgroup is busy, then a fast busy tone would be generated and the call will be cleared from the system. If an idle trunk is found on this trunkgroup, then this trunk is seized, and the incoming register is seized at the local tandem office. The dialed digits are pulsed to the local tandem office, and the control of the call is forwarded to the local tandem office; the local tandem office then seeks to find an idle trunk on the trunkgroup that connects the local tandem office to the destination exchange (see Figure 13.1); the rest of the process is the same as the attempt on the direct trunkgroup described above.

To summarize, as soon as the user starts dialing, the originating exchange’s immediate responsibility is to identify the appropriate outgoing trunkgroup. In general, an originating exchange have many outgoing trunkgroups to cater for connecting to different providers and services. Starting with Section 13.5, we will take this aspect into account as well as out-of-band signaling through SS7 in determining call routing. To concentrate on these aspects, functions such as having an originating register for holding dialed digits will be implicitly assumed from now on.

**Figure 13.1** A local call from (816) 328-9999 to (816) 235-2006.
13.3 Digit Analysis versus Translation
In a digital switched network, digits dialed by a user are analyzed for the purpose of routing. There are two terminologies that require clarification in this regard.

*Digit Analysis* usually refers to inspection of leading digits dialed at the originating TDM switch to identify the type of dialed call, e.g., national, international, emergency, mobile call. Typically, digit analysis is done first on the three to six digits. This process is first executed in order to determine the next step to perform.

*Translation* usually refers to the set of steps necessary to perform to route a call. Steps may include, for example, lookup tables inside a switch as well as lookup in a service control point (SCP) database from a dialed number such as a 1-800-number. However, the term translation, as in *global title translation*, is also used when referring just to the lookup from the SCP database for a 1-800 number to determine a routable number.

13.4 Routing Decision for a Dialed Call
From Example 13.1 and Example 13.2 discussed earlier, we can see that there are several types of calls possible based on the numbers dialed. Regardless of where in the world a call originates with a residential phone, it can be essentially classified into the following basic categories:

- Local calls
- Long-distance (trunk) calls
- International calls.

We also note that in certain parts of the world the following two additional categories of calls are also prevalent:

- Special services calls
- Toll-free calls.

While the leading digits dialed provide some indication on how to handle a dialed number, this is not enough information for a routing decision at the originating TDM switch in a multiprovider setting, or with number portability (discussed later). Thus, before we go further, we first consider the simplest case in which the phone service within the national network is provided by a single provider, and for international calls, a handoff is done. Deviations from this scenario are discussed in subsequent sections.

13.5 Call Routing: Single National Provider Environment
The single national provider environment is still prevalent in many parts of the world. In fact, in many national networks, for both local and nationwide long-distance calls, the phone service is provided by the post and telecommunication department of the country. Note that for international calls, the national network forwards the call to a gateway TDM switch for international connectivity. We assume here that an SS7 network to support call routing is in place.
13.5.1 Handling Dialed Numbers

Based on the leading digits dialed, the originating TDM switch is required to identify the appropriate outing trunkgroup, which is often the case in the absence of SS7 signaling, or pre-SS7 days. When we take SS7 into account, especially ISUP messaging, the steps work somewhat differently. We assume that the reader is already familiar with SS7 terminology, especially point code (PC) addressing, SSPs, and ISUP messaging (refer to Chapter 12).

DIALED NUMBER IS A SUBSCRIBER NUMBER

We first consider the case in which the dialed number is a subscriber number. Under ISUP call processing, the originating TDM switch waits until all the digits are dialed (within an allowable time limit). Based on the dialed number, it parses and identifies the destination point code of the SS7 node to which the call is to be handed off. It is important to note that the destination point code (DPC) is not necessarily the final destination TDM switch of the call; it only signifies the SS7 node to which the call processing message is to be forwarded.

1. User dials a number.

2. The originating TDM switch performs digit analysis to determine how to handle the call. If it is an intraswitch call, it rings the subscriber’s number; otherwise, it identifies the directly connected DPC of the TDM switch to which this call should be forwarded. Based on the identified DPC, it performs lookup of a destination point code to trunkgroup ID. This part can be, however, vendor implementation specific; in some switch implementation, from dialed digits, trunkgroup ID is first extracted and then the DPC is found. For uniformity in the rest of the discussion, we will assume that DPC is identified first and then the trunkgroup ID is identified.

3. For the trunkgroup ID, it seeks to identify an idle trunk (circuit) if it is available. It tags the identified available circuit for this call without fully reserving it, determines the trunk circuit identification code (TCIC) for this circuit, and generates an ISUP initial address message (IAM) that contains the TCIC code and the called number; this IAM is then sent to the DPC. It starts a timer and waits to hear either a response back such as an address completion message (ACM) or a release (REL) message.

The TDM switch that receives this IAM message performs the following functions:

- To process the IAM message to identify the called number and to determine if it is itself the final destination TDM switch for this call.
  - If this TDM switch is the final destination, then it rings the called number and generates an ACM message to send back to the SSP from which it has received the IAM message.
  - If this TDM switch is NOT the destination, then it performs a lookup service based on the called number to consult the routing table to determine the next TDM switch’s DPC, and identifies an idle outgoing circuit to this switch and its TCIC code (refer to Section 12.8). It starts a call state for this call (along with a
timer), and regenerates an IAM message with itself as the originating point code (OPC) and the newly determined TDM switch as the destination code along with the new TCIC value just determined; certainly the original called number remains unchanged. This newly generated IAM message is forwarded to the DPC identified.

If a TDM switch, on receiving an IAM message, cannot find an available circuit to any of the TDM switches that are listed in the routing table, then it returns a REL message to the OPC from which it received this IAM message; in this REL response message, the cause is also included. According to ITU-T Recommendation Q.850 [331], the cause indicator for no circuit/channel availability is 34. In fact, there are numerous cause indicators specified for the REL message [331]. For example, a normal call is released when either party of a call decides to end the conversation; in this case, the REL message is generated with cause indicator field set to 16.

There are many functions that can occur as soon as the ACM message is received by the originating TDM switch. As an example, the call detail record (CDR) for this specific call at the originating switch is opened; this record is closed when the REL message is generated at the completion of the call. The CDR entry for a call stores information such as the called number, the calling number, the time the call started, and the time the call ended. In the rest of the discussion, we assume that a CDR is created for a call without explicitly mentioning it for every case.

**Dialed Number Requiring Translation to a Routable Number**

This situation arises when the user dials, for example, a 1-800 toll-free number that is available; similar services are now available in many countries around the world. Such a number does not indicate where the destination number is. Thus, a lookup service using the 1-800-number database is required.

In a single-provider setting, we assume that the point code of the SCP node in the SS7 network that holds the 1-800-number translation database is known to the originating TDM switch. For the lookup service, the originating TDM switches recognizes that the dialed number requires title translation; thus, it creates a TCAP message and routes this message using the SS7 network to the SCP to request a routable number that should be used in place of the 1-800-number. Once the SCP responds with a routable number, which then becomes the called number, the originating TDM switch performs the same steps as the ones described above when the dialed number is a subscriber number. That is, dialed numbers such as 1-800 numbers require an extra phase before the normal call processing is done.

### 13.5.2 Illustration of Call Routing

We will illustrate the above concept through the use of the NANP, dialing from a residential phone. While this scenario is not applicable in practice in the United States, we use it purely for illustration and also for further discussion in the multiprovider environment later.
First, it is important to note that this is a conceptual logical view of the steps taking place inside a TDM switch while noting that different switch vendors may implement the entire call processing steps/logics somewhat differently. This illustration builds upon Example 13.1 for dialing from a residential phone in the United States. Recall that the call has originated from the number +1-816-328-9999. The user dials basic categories of calls such as local calls 235-2006, 913-235-2006, long-distance calls 1-351-235-2006, and international calls 011-91-11-623-45678, in addition, to special service calls 911, and toll-free calls—1-800-212-XXXX.

The network architecture as viewed from the originating TDM switch, taking into account SS7 networking and point code addressing, is presented in Figure 13.2. For simplicity, only one signal transfer point (STP) is shown to be connected to each SSP; that is, the mated STP is not shown. Assume that the point code for the originating SSP is 251.1.3. When the user (i.e., +1-816-328-9999) dials a telephone number for processing at the originating TDM switch (PC 251.1.3), it must follow the routing rule for call routing that is based on hierarchical routing; that is, first do direct trunkgroup routing if there is a high usage trunkgroup and the overflow to an alternate routing. For a local call, the final trunkgroup is the trunkgroup to the local tandem switch for alternate routing; for calls outside its region, the final trunkgroup is the trunkgroup to an appropriate toll switch. For convenience, this view of hierarchical routing is shown in Figure 13.4 using the routing rule and node notations discussed earlier in Section 10.1 in Chapter 10. To mimic this behavior in an SS7-enabled environment, the originating TDM switch maintains a lookup table for leading digits dialed to immediate next-hop SSP, along with an alternate SSP for overflow routing. In our example, SSP 251.1.4 is a local tandem switch for overflow routing for local traffic. In Figure 13.3, we present the example tables maintained at the originating TDM switch for call processing; their usage will be discussed below through a set of scenarios.
Consider first that the user dials 235-2006. Then, the originating TDM switch identifies the next-hop SSP to be 251.1.2 using Figure 13.3(a); it then uses Figure 13.3(b) to identify the trunkgroup ID as 1 and checks if an idle circuit is available. We assume that there is a circuit available so that direct routing can be performed. The TCIC code for this circuit is then generated; the IAM message originating at SSP 251.1.3 includes this TCIC; in addition, this IAM message contains considerable information, most critical of which is that it includes the called number 816-235-2006. The prepared IAM message is sent to SSP 251.1.2. From Fig-
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Figure 13.2, note that these two SSPs are shown to be connected by an F-link in the SS7 network; thus, this IAM message is routed on this link. On receiving this message at SSP 251.1.2, it checks the content of the message and determines that this is the termination TDM switch for this call.

DIALING 913-235-2006

Now consider dialing 913-235-2006, a local number within geographic proximity of the originating number. First, assume that the call would be directly connected like the call to 816-235-2006. In this case, the destination SSP is identified as 251.2.6, and thus, the originating TDM switch will identify the trunk group identifier as 3 and check if there are circuits available on trunkgroup identifier 3. One difference, however, is that there is no F-link in the SS7 network between SSP 251.1.3 and SSP 252.2.6. Thus, the IAM message on the SS7 network would be forwarded to the STP 251.1.0, for further forwarding to SSP 252.2.6.

We now consider the next possible scenario for the call to 913-235-2006, i.e., if there are no circuits available on the high-usage, direct trunkgroup (identifier 3) from the originating TDM switch to the destination TDM switch. Based on the routing rule and lookup (see Figure 13.3), the originating TDM switch would try the trunkgroup to the tandem switch with PC 251.1.4 to see if there are any available circuits. We assume that a circuit is available on the trunk-group to the tandem switch. Then, due to the progressive call control (PCC) functionality, the control of the call would need to be forwarded to SSP 251.1.4. This can be accomplished using the IAM pass along method, i.e., the IAM message is sent to SSP 251.1.4 indicating in its content that the called number is 913-235-2006 with OPC as 251.1.3 and DPC as 251.1.4. On receiving this IAM message, SSP 251.1.4 would check if it is meant for itself; based on its own routing table, it would know that the call setup message must be forwarded to the final destination, SSP 252.2.6. Thus, SSP 251.1.4 will create a new IAM message indicating itself as the OPC and setting the DPC as 252.2.6; this message will contain the newly determined TCIC code for the available circuit on the trunkgroup between SSP 252.1.4 and SSP 252.2.6 and will also contain the same called number 913-235-2006. Furthermore, SSP 251.1.4 will maintain in its memory a connectivity/mapping state table between the IAM message received from SSP 251.1.3 and the one sent to SSP 252.2.6.

When SSP 252.2.6 receives the IAM message from SSP 251.1.4, it determines that it is indeed terminating at this node, and it then sends an indication to telephone 913-235-2006 about ringing, and returns an ACM message to 251.1.4 with OPC 252.2.6 and DPC 251.1.4. When SSP 251.1.4 receives this ACM message, it checks its connectivity/mapping state table; thus, SSP 251.1.4 will in turn generate an ACM message with OPC 251.1.4 and DPC as 251.1.3. When the originating TDM switch 251.1.3 receives this ACM message, it knows that the call is connected.

From the above discussion, we see that IAM/ACM message content in regard to OPC and DPC changes at the intermediate TDM switch; this is essential due to hierarchical call routing with PCC and to avoid any confusion at the destination TDM switch. For instance, suppose that SSP 251.1.4 did not change the OPC field but changed only the DPC field to 252.2.6 in the IAM message sent to 251.1.6. Then SSP 252.2.6, on receiving this message, would see the OPC as 251.1.3 and would think that the TCIC value is on the trunkgroup between the originating SSP 251.1.3 and itself, which is certainly not the case.
DIALING EMERGENCY SERVICE NUMBER 911

Next, we consider dialing 911. In this case, we assume that the 911 operator trunks are connected off the local tandem switch with PC 251.1.4. Thus, in this case, the IAM message would need to be routed through STP 251.1.0 to SSP 251.1.4 since there is no direct F-link between SSP 251.1.3 and SSP 251.1.4. Once the IAM message arrives at SSP 251.1.4, it determines that the call is to be put on the trunkgroup to the 911 operator center, known as the Public Service Access Point (PSAP).

DIALING 1-351-235-2006 AND 011-...

Next we consider dialing a long-distance or an international number. By inspecting Figure 13.3, we see that for both cases the toll switch with SSP 251.3.8 is the next TDM switch, and the call will be attempted on the final trunkgroup to this switch (there is no high-usage trunkgroup in this case). The originating switch (SSP) will create an IAM message with OPC as 251.1.3 and DPC as 251.3.8. Since there is no F-link between these to SSPs, this IAM will be forwarded to STP 251.1.0, for further forwarding to 251.3.8.

DIALING 1-800 NUMBER

Finally, consider the case where the user dials an 1-800 number. From Figure 13.3(a), the originating switch would know that the next-hop SSP is 251.1.7. By consulting Figure 13.3(b), the switch would know that it is required to generate an SCCP message to SCP node 251.1.7 to obtain title translation for the 1-800 number. This SCCP message will be forwarded to STP 251.1.0, which will in turn be forwarded to PC 251.1.7 (see Figure 13.2). In the response message to SSP 251.1.3, SCP 251.1.7 will indicate that the mapping for this 1-800 number is 1-557-433-XXXX. On receiving this message, the originating TDM switch again consults Figure 13.3(a) and finds out that the SSP is 252.3.8 (same as the number that starts with +1-351). It will then handle the call in the same way as it would handle to call to 1-351-235-2005 described earlier.

Today’s 800 number handling is much more sophisticated than what is described so far. This will be discussed later in Section 13.10.

13.5.3 Some Observations

From the above discussions and the illustration, we make several observations.

First, there is no direct relation between the telephone numbering plan, that is, how the end device (phone) is numbered, and the TDM switch number; the TDM switch number is based on the SS7 point code addressing. This is unlike IP networks where the end device numbering and the router numbering come from the same scheme.

Second, because telephone call routing is based on the TDM switching hierarchy with PCC, message routing in the SS7 network must follow this requirement by sending a message from an SSP to another SSP, sort of on a hop-by-hop basis in the TDM switched network. Consequently, it is important to properly take care of changes in OPC and DPC values at each SSP as well as TCIC value computation and change; from a performance point of view, this requires that an SS7 SSP does fast packet header change processing before forwarding. Routing between two SSPs in the SS7 network follows SS7 network routing rules.
Third, the originating TDM switch must maintain appropriate lookup tables to map from a dialed number to an SSP node, and then from an SSP node to a trunkgroup. Beyond that, a trunk-hunting algorithm is required to identify an available circuit, which in turn is used for generating the TCIC code; this TCIC code is then included in the ISUP IAM message. Beyond determining the TCIC code of a circuit, the actual physical circuit must be identified for actual routing of a call.

Finally, there is a subtle difference between a dialed number and the called number encoded in an IAM message. For example, for a local call from +1-816-328-9999 to +1-816-235-2006, the user simply dials 235-2006. When the IAM message is generated, the called number can be filled up based on several addressing rules, one of which is based on E.164; thus, if E.164 is used, then the called number field in the IAM message will contain all of 18162352006 instead of just the dial digits 2352006.

### 13.6 Call Routing: Multiple Long-Distance Provider Case

From the single network provider (SNP) environment discussed above, the first restriction we relax is to allow multiple providers to coexist and operate long-distance services (including international calls) while each region has only one specific local/access provider. If the call starts from one region to another region that falls under the long-distance dialing, the destination region can be served by another local/access provider. Thus, in the simplest form, there are two types of providers: local exchange carriers (LEC), which provide the local/access telephone service, and interexchange carriers (IXC), which carry the long-distance part of a call. There are multiple IXCs that operate in the long-distance part. A subscriber can choose any of the IXCs as their main carrier for long-distance calls, but can change to another IXC later by requesting a change; the general assumption is that such change is not very frequent, perhaps only a few times every year by each subscriber. Regardless, the subscriber must be given the opportunity to use another IXC on a per-call basis by entering an access code. In the rest of the discussion, we will use the terms interexchange carrier and long-distance provider interchangeably; similarly, we will use the terms local exchange carrier and access provider interchangeably.

**Example 13.3** Call Traversal through LECs and IXCs.

First we illustrate an important effect on how a call traverses from one LEC to another LEC through an IXC. The conceptual picture is shown in Figure 13.5 with two LECs, LEC-A and LEC-B, and two IXCs, IXC-1 and IXC-2. Suppose that the number +1-816-328-9999 is served by LEC-A and the number +1-351-235-2006 is served by LEC-B. A subscriber can choose any one of the IXCs for the long-distance service. Suppose that, at a particular instant of time, the subscriber with the number +1-816-328-9999 is registered with IXC-1 as its long-distance carrier, while the subscriber with the number +1-351-235-2006 is registered with IXC-2 as its long-distance carrier.

If the user with the number +1-816-328-9999 calls the user with the number +1-351-235-2006, then the call would start at the originating TDM switch in LEC-A, and is handed off to the toll switch at the border of LEC-A to IXC-1 since user +1-816-328-9999 uses IXC-1 as the long-distance carrier. The hand-off point between a LEC and an IXC is often referred to as
the Point of Presence (PoP). From the PoP, IXC-1 routes the call through its network using its own method; for example, dynamic call routing methods discussed earlier in Chapter 10 can be used in the IXC’s network. The call is then handed off at the TDM switch on the border of IXC-1 and LEC-B. From there, LEC-B routes the call to user +1-351-235-2006. Overall, we can see that this call goes from LEC-A to IXC-1 to LEC-B.

Now consider the call originating at the other end: the user with number +1-351-235-2006 calls the other user with number +1-816-328-9999. Note that user +1-351-235-2006 uses IXC-2 as it long-distance carrier. Thus, LEC-B will route the call to the toll switch at the border between LEC-B and IXC-2. In turn, IXC-2 would decide its own routing method for routing this call all the way to the border of IXC-2 and LEC-A, where it will hand off to LEC-A. From there, LEC-A routes the call to user +1-816-328-9999. This time, the call traverses from LEC-B to IXC-2 to LEC-A.

Thus, we can see that depending on who initiates the call, the call path can traverse through different carriers or providers.

An important question is: for a particular subscriber, how would LEC-A or LEC-B know which IXC to use for long-distance call forwarding, especially since each subscriber can use a different IXC? A follow-up question is: how would the subscriber still access an alternate IXC on a per-call basis if he or she wants to?

To address both these issues, a basic requirement is to assign a network number to each IXC; this number is known as the Carrier Identification Code, or CIC in short. The CIC number is a four-digit code that any provider who wants to provide the interexchange long-distance service must have. The four-digit CIC code can consist of any of the digits 0 to 9; but, X411 and 411X, where X represents 0 to 9, are not assigned as CIC codes. Furthermore, the range 9000–9199 is set aside for intranetwork CICs. As an analogy, a CIC code can be thought of as similar to an autonomous system (AS) number in the Internet, except that CIC codes are restricted within a particular numbering administration while AS numbers are worldwide. Similar to private AS numbers (between 64512 and 65535), a certain set of CICs is set aside for intranetwork purposes. An additional point of clarification is that CIC numbers for usage by IXC are also referred to as Feature Group-D (FG-D) CIC numbers since a protocol
known as FG-D protocol is used to describe interconnection rules between a LEC and an IXC.

Now, to address the question about how each subscriber is associated with a CIC number, a database lookup table is required to be maintained that maps each valid subscriber number to a CIC number. In North America, this table is maintained as part of the Line Information Database (LIDB). This database also includes other information about the subscriber and the subscriber number such as whether the subscriber has signed up for features such as call forwarding or call waiting and whether the number is a residential or a business subscriber. LIDB is a network database that is not directly attached to the originating TDM switch. It is usually connected via the SS7 network off an SCP node that is in close proximity to the originating switch. Thus, whenever a user makes a long-distance call, the originating TDM switch sends a TCAP message on the SS7 network to the LIDB database to look up the CIC number. A subscriber can bypass the current IXC it subscribes to by first dialing an access code; this access code has the format 101XXXX where XXXX is the CIC number of the long-distance provider the subscriber wants to use for this specific call; this addresses the second question posed above. From a digit analysis point of view at the originating TDM switch, this access code does not cause any ambiguity since 1 followed by any digits other than 0 or 1 would signify a long-distance call. In other words, 1 followed by 0, i.e., the first two dialed digits being 10, is distinct enough to avoid any ambiguity. Originally, such alternate access functionality to IXCs did indeed require 10 followed by a three-digit CIC number. This was later extended to the start code being 101 followed by the four-digit CIC number. As of now, the first two dialed digits being 11 is not used for any service and is left for future extensions.

Thus, for a dialed long-distance call, the originating switch first needs to determine the CIC number by consulting the LIDB database; it then needs to determine the appropriate trunkgroup associated with the long-distance provider that owns this CIC number. Since a call setup message is to be routed on the SS7 network, the next step is to identify the SSP associated with this CIC number; the SSP in turn identifies the appropriate trunkgroup ID. These are then the steps needed for eventually identifying an available circuit to route a long-distance call.

An important point to note is that along with the demarcation of a LEC and an IXC for the trunk network, demarcation/handoff for SS7 is also required. That is, each provider has its own SS7 network and connects to another provider in accordance with the rule of local/interexchange connectivity. This has an important implication in regard to the 1-800 number that is homed off a particular IXC. Recall that the 1-800 number translation request is first generated as a TCAP message by the originating TDM switch (SSP) to send to the SCP that handles 1-800 number translation. Suppose that the IXC does not want to divulge the point code of the SCP for the 1-800 number database, or might want the flexibility of moving the 1-800 number from one point code to another point code without having to notify the access provider. To address this issue, the IXC is allowed to provide only the point code of the PoP (border) STP of its SS7 network to the LEC for 1-800 number translation, not necessarily the point code of the actual SCP. In fact, this works within the SS7 protocol stack through global title translation (refer to Section 12.11). Certainly, the IXC would need to maintain a routing table entry at the PoP (border) STP for forwarding such TCAP messages properly to the appropriate SCP.
13.6.1 Illustration of Call Routing

We will now illustrate the multiple IXC environment by extending the illustration presented earlier in Section 13.5.2. First, we note that local calls still stay within a LEC’s network; thus, the call routing remains the same as discussed earlier in Section 13.5.2 and is not discussed further. We now make an important clarification about calling long-distance numbers. An LEC is, in fact, allowed to provide long-distance services within a certain geographic proximity referred to as local access and transport area (LATA). LATA is the area in which a LEC is allowed to operate fully; such intra-LATA long-distance calls will be dialed starting with 1 and are handled for routing as described previously in the single-provider case. That is, the originating TDM switch must still function according to the old rules for local calls and intra-LATA long-distance calls; this can be handled through digit analysis by inspecting the leading digits and is based on the same logic as described for the single-provider case earlier. Thus, in the rest of this section, we discuss primarily the impact of a long-distance call that requires using an IXC; furthermore, when we say a long-distance call, we mean a call that requires using an IXC.

Here, we list two subscribers with numbers +1-816-328-9999 and +1-816-328-0001 that are connected to the TDM switch point code 251.1.3 that use different IXCs as their default long-distance providers. The view from switching hierarchy is shown in Figure 13.6, which extends the case for the single provider shown earlier in Figure 13.4. The network architecture from the view of the originating TDM switch for handling both local and long-distance calls through IXCs for these two subscribers is shown in Figure 13.7; this extends the single-provider architectures shown earlier in Figure 13.2. First note that each IXC would have different PoPs to serve as IXC access tandem switches; thus a trunkgroup is required from the originating TDM to each IXC PoP. Here, trunkgroup ID 6 is the IXC with CIC number 3773 and trunkgroup ID 7 is the IXC with CIC number 7337. In Figure 13.7, two IXCs are shown. Each PoP has its point code for its SSP interface. A regional STP is shown for routing SS7 messages to each IXC SSP.

The changes required at the originating TDM switch are fairly significant. The initial logic for how to handle a call would start with determining the type of operation based on whether it is a local call or a long-distance call. Thus, instead of the simple table shown in

![Figure 13.6](image-url) Hierarchical routing view at the TDM switch level in a LEC/IXC environment.
Figure 13.3(a), an additional column is needed for the corresponding table as shown in Figure 13.8(a). Note that local calls still require accessing two table lookups as before. However, by inspecting Figure 13.8, for the long-distance call that uses an IXC, we can see that it requires up to four table lookup operations. It may be noted that in Figure 13.8(c), the lookup information obtained from the LIDB database located at the SCP node 251.1.16 (see Figure 13.7) is shown; this is not done internally at the originating switch.

Now consider that the subscriber with number +1-816-328-9999 is signed up with an IXC with CIC number 3773, and the subscriber with number +1-816-328-0001 has signed up with another IXC with CIC number 7337. If the subscriber with number +1-816-328-0001 wants to access the other IXC to make a long-distance call, then it would first need to dial 1013773 before dialing +1-351-235-2006. From Figure 13.8, we can see how the originating switch can handle this request going from (a) to (d) to (b). However, if it has direct dialed +1-351-235-2006, then the originating switch would need to request a LIDB lookup to obtain the CIC number for this subscriber; this one uses (a) to (c) to (d) to (b).

How about the SS7 network? It typically requires a regional STP for routing messages from the LEC’s SS7 network to the IXC’s SS7 network—see STP 249.2.0 in regard to the IXC with CIC number 3773 and STP 248.1.0 in regard to the IXC with CIC number 7337 (see Figure 13.7 and Figure 13.8(d)).

Calling a 1-800 Number

Calls to a 1-800 number require some explanation. This is somewhat different than a long-distance call to an IXC. Like a regular number subscriber, there is also a subscriber with
FIGURE 13.8 Table lookup phases in a LEC/IXC environment.

... every valid/activated 1-800 number; these subscribers are usually companies, organizations, or even a person. So as not to confuse with regular telephone subscribers, we will refer to this group of subscribers as entities. An entity can choose who is going to be the provider for delivery of calls to its premise: it can be any of the IXCs or the LEC itself. This means that any routable number for a 1-800 number can be homed off either the LEC or any of the IXCs. Thus, when a user dials a particular 1-800 number, the originating TDM switch needs to consider yet another lookup function to find out who the provider for this 1-800 number is. To identify the provider, an ISUP TCAP message is sent to the 800-number SCP in the SS7 network that stores the lookup information.

On receiving this message at the 800-number SCP, it is mapped to a routable number and the CIC number of the provider who is to handle delivery of the call to the routable number. On receiving this response from the SCP, the originating TDM switch identifies the appropriate trunkgroup to PoP switch of the service provider based on the CIC number (and the associated TCIC code for the circuit) if it is other than the LEC itself; if the LEC itself is supposed to be the provider in this case, then the call is routed to the routable number as it would route any intra-LEC call. Now the originating TDM switch generates an ISUP IAM message with the called number being the routable number obtained from the 800-number SCP.

In Figure 13.9 we show the message flow and translation along with call routing. Here, once a regular subscriber dials the number 1-800-213-XX01, the originating TDM switch with PC 251.1.3 would send a TCAP message to the 800-number SCP with PC 242.3.4. The SCP will...
13.6 Call Routing: Multiple Long-Distance Provider Case
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<table>
<thead>
<tr>
<th>CIC</th>
<th>SSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>3773</td>
<td>249.2.1</td>
</tr>
<tr>
<td>7337</td>
<td>248.1.1</td>
</tr>
<tr>
<td>1221</td>
<td>252.2.6</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

**FIGURE 13.9** Lookup up for 1-800 number routing.

return the information that the routable number is 557-433-XXXX and that the CIC number is 3773. The originating switch will then determine the appropriate SSP by doing a CIC to SSP lookup (PC 249.2.1 is assumed in this case); then the SSP to trunkgroup ID mapping will be done (not shown in the figure) to further calculate TCIC for the circuit ID. The ISUP IAM message will be routed to this SSP for further handling by the provider to complete the call setup process.

Finally, note that in Figure 13.9 we show only one routable number per 800-number. With intelligent network capability, the mapping and lookup is much more sophisticated than this simplistic view; this will be discussed later along with number portability in Section 13.10.

### 13.6.2 Impact on Routing

With multiple IXC environments, end customers/users are given the opportunity to select any IXC as their long-distance service provider. From an economic point of view, this definitely opens up the market and competition. From a technical point of view, this adds additional complexity to the system as we can see going from Figure 13.3 and Figure 13.8. However, this complexity should not be considered in isolation. That is, added complexity to a system does not necessary imply that the efficiency is always impacted. Since the opening of the IXC market, there has been significant research and progress in understanding software process control and implementation, hardware architecture, and network engineering so that even services such as 1-800 lookup are possible without users perceiving any delay.
From a network topology point of view, a LEC would be required to connect as many IXCs that have requested connectivity. If there were only a few IXCs, then the number of trunkgroups to such IXCs would remain limited. If, however, the number of IXCs increases significantly, then the LEC faces a critical network engineering problem that impacts routing as well. Consider that a LEC has $N$ central offices, and there are $M$ IXCs to which the LEC needs to connect. An option is that each central office has connectivity to each IXC’s PoP for long-distance call forwarding; this connectivity would result in $N \times M$ trunkgroups for long-distance services to all carriers. Clearly, this does not scale well from a network configuration management point of view. Furthermore, there may not be enough offered load to justify a direct trunkgroup from each central office to each IXC; this is where the ECCS method\(^3\) can be applicable in considering the trade-off on a per-trunkgroup basis between the LEC and an IXC, leading us to consider an access tandem through which all central offices can connect from the point at which traffic is forwarded to IXCs. If a single tandem office is used for all IXC traffic from the central offices, then this network architecture requires just $N$ trunkgroups from the central offices to the tandem office, and $M$ from this tandem office to the IXC PoPs, resulting in a hub-and-spoke topology (also known as star topology). This then leads to only $N + M$ trunkgroups, which is a much better option than the scalability issue faced with the fully connected case, which requires $N \times M$ trunkgroups; note that this is from the point of view of the LEC. From each IXC’s point of view, both scenarios require the same $N$ trunkgroups to the LEC (Figure 13.10). Certainly, the $N + M$ solution considers that the access tandem is assumed to be at the middle of the switching hierarchy between the central office level and the toll-switch/PoP level; this access tandem switch must maintain proper routing tables for call forwarding in either direction. Note that the access switch would require a total of $N + M$ trunkgroups.

Eventually, there are two factors that can impact the actual layout decision: (1) the optimal economic access network design that considers the ECCS method or other similar methods, and (2) any bi-lateral business agreement between a LEC and each IXC.

---

\(^3\)Refer to Section 11.5 for the ECCS method.
13.7 Multiple-Provider Environment: Multiple Local Exchange Carriers

Multiple LECs are currently allowed to operate for landline local phone services in a geographic region. Traditionally, there has been only a single LEC in each geographic region; in the United States, this LEC is often referred to as the incumbent LEC (ILEC), and any new entrants into the same geographic region as competitive LECs (CLECs). For simplicity, we will refer to all local providers simply as LECs, such as LEC A, LEC B. We first assume that each LEC in a particular geographic region is allocated separate local exchange codes (this assumption will be relaxed in a subsequent section). This then requires handling of routing and handoff between LECs properly. Thus, we start with the inter-LEC routing scenario by using the NANP.

Example 13.4 Inter-LEC routing illustration.

To understand the impact of multiple LECs, we start with a simple illustration. Consider exchange codes 816-328 and 913-235 that belong to a LEC (“LEC-A”), while in the same geographic area exchange codes 816-334 and 913-237 are allocated to another LEC (“LEC-B”). Then, the central office TDM switch that serves 816-328 would need to recognize that 816-334 is not an intranetwork call and it must know the SSP point code of this local exchange to which the call setup message should be forwarded. Instead of directly connecting local exchange switches between two LECS, these LECs might decide to share an inter-LEC PoP tandem switch. This interconnection concept is shown in Figure 13.11.

The routing table entry at the switch that is home to 816-328-9999 is shown in Figure 13.12 for local calls. When a user with the number 816-328-9999 dials 334-1990, the originating TDM switch will recognize that it is an inter-LEC call by inspecting the central office code 334 and would identify that the inter-LEC SSP (PoP switch) has the point code 247.3.1. By inspecting the SSP to trunkgroup ID table, the trunkgroup ID will be identified and TCIC will be determined; this information will be inserted in the IAM message to SSP.
247.3.1. When the inter-LEC PoP switch receives this message, it will route to the destination SSP.

Note that the introduction of multiple LECs in a geographic area does not affect or change the depiction of connectivity and routing from these LECs to multiple IXC s, nor the need for change in LIDB to look up the CIC number for IXC, from the description in the previous section. That is, outgoing call routing architecture calls entering an IXC remain the same as in the previous section. However, an incoming call from an IXC to any of the LECs requires proper handling. The last switch on the call path in an IXC’s network needs to determine to which LEC to send the call. To do that, this TDM switch must maintain a lookup table based on the local exchange code to determine the appropriate destination LEC and, consequently, the egress trunkgroup to this LEC’s access tandem switch.

### 13.8 Routing Decision at an Intermediate TDM Switch

So far our discussion on call routing has been from the point of view of the originating switch. A routing decision at an intermediate switch along the call path is somewhat similar. A switch through its SSP interface first receives the ISUP IAM message and proceeds to check the Called Party Number field (refer to Section 12.8.1). First it checks to identify the nature of the address field in the Called Party Number field to determine if it is a national number or an international number; this information then instructs the switch to process the digits included in the rest of the Called Party Number field. For a national number, the high-order digits in the Called Party Number field indicate the destination switch for the call, for example, the NPA–NXX part in the NANP. Thus, it can now do a routing table lookup to determine which next switch to use and then identify the associated trunkgroup. Certainly, anytime a switch receives an IAM message from an upstream switch, by inspecting the Called Party Number field it first checks to see if this is the destination for this call. If so, it rings the user and generates an ACM message and sends it upstream.

Number portability is presented in the next section. This results in changes to the IAM message that will be discussed later in Section 13.11.4.
13.9 Number Portability

Number portability is perhaps the most significant factor that is dramatically changing network routing in the public switched telephone network. In this section, we start with an introductory discussion followed by portability classification. In subsequent sections, we discuss the impact of number portability on architecture and routing in detail.

13.9.1 Introduction

Number portability often refers to a subscriber’s ability to change a network service provider while retaining the same number. Before proceeding, we introduce two terms: *nonported number* and *ported number*. A nonported number indicates that a subscriber number has remained with the original network provider; a ported number indicates a number that is no longer with the original network provider.

Keeping with the main theme of this book, we will consider the implications for network routing due to number portability; yet, it is important to understand the key driver for number portability. Historically, telephone services, especially fixed/landline services, have been provided in a monopolistic environment; so that consumers will not suffer bad service, appropriate regulatory agencies have mandated maintaining a certain grade of service, such as designing networks for 1% call blocking probability, and also ensuring that the pricing is reasonable. The key driver for mandating number portability is to allow competition in providing telephone services in order to provide flexible choice and benefit to consumers. For example, each time a consumer changes the service provider, no number change is required.

From another perspective, number portability means that network service providers do not have ownership of large blocks of contiguous numbers allocated to them; at most, each service provider has the privilege of *hosting* a number until the subscriber of the number decides to move on and sign up with another provider; that is, the ownership of the number moves from the network service provider to the consumer or user. A critical implication for number portability is that we are moving from an *ownership-based* environment to a *hosting-based* environment. A simple analogy from the Internet is helpful here. Consider the domain name system in the Internet; you can own a domain name, but might choose to change your web-hosting providers over time.

To move from an ownership-based environment to a hosting-based environment, there is a significant cost that would need to be incurred up front by a network service provider, along with the impact on the overall architecture. In this regard, it is sensible to introduce number portability in a phased manner so that smaller providers have a longer time window in which to introduce number portability. That is, any number portability environment must coexist with the possibility that some exchange codes may not be ported and/or that some countries may not have introduced number portability such that the telephone call flow remains seamless to the ordinary user across the world.

We now start with an illustration to show the implication of number portability in regard to a landline number in a LEC environment, which is often referred to as *local number portability* (LNP).
Example 13.5  Illustration of local number portability using the North American numbering plan.

Consider two subscriber numbers 816-328-9999 and 816-328-0001, both served originally by LEC A from the the central office/exchange code 816-328. With LNP, the user with the number 816-328-0001 now decides to change the LEC to LEC B. Thus, 816-328-9999 remains a nonported number, while 816-328-0001 is now a ported number. If the user with the number 816-328-9999 calls the user with the number 816-328-0001, it is no longer an intraswitch call!  ▲

Thus, a significant impact of LNP is that the implicit assumption that the central office code part of a subscriber number is the home central office code is not always true anymore. Another impact is how to handle call routing when a distant user tries to reach a ported number, say, 816-328-0001. That is, consider the user with the number +1-351-235-2006 from another geographic region or an international caller wanting to reach +1-816-328-0001; how should this call be handled for routing to the correct subscriber? Thus, LNP has two significant impacts: (1) the need to handle calls to ported numbers at a switch that used to be intra-switch calls for these ported numbers, and (2) the need to route a call from another region to the correct local exchange carrier that serves a ported number. Furthermore, another requirement must be satisfied: a user with a ported number might choose to move to a third LEC, or move back to the original carrier sometime after. How should such a change be structured and portability be communicated in a timely manner? These are some of the key questions that arise with number portability. These will be considered in the next section.

13.9.2 Portability Classification

There are three types of numbers that are of interest as far as number portability is concerned: landline telephone numbers, mobile telephone numbers, and nongeographic toll-free numbers. Implicit in number portability is a subscriber’s ability to change a network service provider while retaining the same number; thus, all number portability can be broadly described as service provider number portability (SPNP), or operator portability. Similarly, implicit in a fixed/landline or mobile telephone number is that fixed number service is provided by a fixed network service provider (operator) such as a local exchange carrier, while a mobile number service is provided by a mobile or wireless carrier; however, there is no such implicit understanding when referring to nongeographic toll-free numbers such as 1-800 numbers.

We start with fixed/mobile number portability. Within the broad definition of service provider number portability, several situations are possible:

1. Local fixed-to-fixed porting—a subscriber retains the number moving from a fixed-number operator to another fixed-number operator within a local/geographic area.

2. Fixed-to-fixed porting across geographic regions—a subscriber retains the number moving from one geographic area to another geographic area, often changing the operator as well.
3. Mobile-to-mobile porting—a subscriber retains the number when moving from a wireless carrier to another wireless carrier.

4. Fixed-to-mobile porting—a subscriber retains the number moving from a fixed LEC to a wireless carrier.

5. Mobile-to-fixed porting—a subscriber retains the number moving from a wireless carrier to a fixed LEC.

Collectively, the above five situations will be referred to as regular subscriber number portability, to distinguish them from nongeographic toll-free number portability. There are also three additional terms associated with number portability: (1) local number portability, (2) location portability, and (3) service portability. Typically, local number portability (LNP) refers to local fixed-to-fixed porting, and location portability refers to fixed-to-fixed porting across geographic regions; however, local number portability can also be fixed-to-mobile or mobile-to-fixed; this will be discussed later. In addition, mobile number portability refers to mobile-to-mobile porting. Service portability refers to changing a service, for example, from plain old telephone service (POTS) to ISDN services; this, however, may or may not result in changing an operator. Service portability is still not well understood and will not be considered in the rest of our discussion.

It is helpful to quickly revisit E.164 numbering. Note that E.164 numbering has a well-defined format; however, once the country code is allocated, it is left up to each country to decide on the numbering plan within this framework. Earlier in Section 13.1.1, we have given examples of numbering plans that differ from one country to another. Of particular interest is how fixed and mobile number space is allocated in different countries. For instance, in the NANP, fixed and mobile numbers have the same NPA–NXX–XXXX format; however, in countries such as India and China, mobile numbers are allocated in an address space that has specific starting digit strings such as the ones in India that start with 9 (with certain exceptions) while all mobile numbers in China start with 13. In either type of numbering plan, number portability can potentially lead to consumer confusion of varying degrees, at least initially, depending on the type of portability. Certainly, local fixed-to-fixed and mobile-to-mobile portability situations are the least confusing ones, regardless of the numbering scheme. However, fixed-to-mobile and mobile-to-fixed portability are perhaps the most confusing one to consumers in countries where different numbering formats for land and mobile numbers are used, besides possible implications on charging. These issues as well as regulatory issues are important under the umbrella of number portability; they can potentially play a role in the eventual routing architecture; we believe it is important for the reader to be aware of these issues since the primary focus in the rest of the discussion is from a technical perspective. That is, because of the numbering plan and to avoid confusion, some countries may or may not allow fixed-to-mobile porting or mobile-to-fixed porting.

13.10 Nongeographic or Toll-Free Number Portability

To understand nongeographic or toll-free number portability, we first need to understand what a subscriber means in regard to a nongeographic/toll-free number. Like a regular fixed or mobile telephone number subscriber, there is also a subscriber associated with every
valid activated toll-free number; these subscribers are usually companies, organizations, or even a person. Not to confuse them with regular telephone subscribers, we will refer to these types of subscribers as entities. An entity can choose who is going to be the provider for delivery of calls to its premise. In a number portability environment, it is further desirable that while maintaining the same toll-free number, an entity might want to have multiple providers handle its call delivery based on percentage traffic allocation and/or time of the day.

Our illustration here for nongeographic number portability is based on the North American environment. A similar concept can be deployed in other countries. First recall from the earlier discussion about 1-800 number routing that the 800-number SCP is involved in looking up a routable number. Thus, first we need to understand the process of an entity requesting change in number portability, which is eventually communicated to the 800-number SCP. That is, there are two distinct phases in regard to number portability: the first is the process in regard to requesting a change and how this is communicated to the 800-number SCP, and the second is the actual routing when a regular subscriber dials an 1-800 number.

13.10.1 800-Number Management Architecture

An independent administration for 800-number maintenance, to be referred to as an 800-Service Management System (SMS/800) Administration Center is responsible for maintaining the most up-to-date record in regard to 800-number translation. A responsible organization, or RespOrg in short, that has been certified is allowed access to the SMS/800 database located at the SMS/800 administration center. A RespOrg can request a change for an entity for changing service provider or allocation. Once this information is recorded at the SMS/800 database
and tested, a copy of the current information in the SMS/800 is downloaded to Service Control Points (SCPs). There are currently approximately 20 mated pairs of 800-number SCPs across North America. The basic architecture is shown in Figure 13.13.

13.10.2 Message and Call Routing

A LEC accesses the closest 800-number SCP pair using the SS7 network. Thus, when a regular subscriber dials a 1-800 number, the originating TDM switch (SSP) generates a TCAP query that is routed to the 800-number SCP using the SS7 network. The 800-number SCP looks up the entry applicable at that instant for the dialed 800-number and returns the CIC number along with a routable number or the dialed toll-free number. If the CIC number happens to be for the LEC itself, then the originating switch identifies the SSP for the switch (either tandem or terminating switch) to which the ISUP IAM message is to be sent that contains the TCIC code. If the CIC number happens to belong to an IXC, then the originating switch identifies IXC’s PoP SSP and determines the trunkgroup ID and TCIC to be used for this call; an ISUP IAM message is then generated that includes the TCIC information; the called number field is the routable number obtained from the 800-number SCP and this message is sent to the PoP SSP. Note that the ISUP IAM message can include the dialed 800-number as the called number if the 800-number SCP returns this number; in this case, the carrier that receives this message does further translation internally for ISUP IAM message routing and call routing; this phase is completely transparent to the originating TDM switch.

For illustration, we first note that the basis architecture for call routing remains the same as shown earlier in Figure 13.9. Thus, we concentrate here on the message routing part of the call setup phase from the point of view of the originating TDM switch as shown in Figure 13.14. At the 800-number SCP database, we show the conceptual view of information ac-
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**Figure 13.14** 800-number portability, lookup, and ISUP message routing: 1—call initiated by user; 2, 3—TCAP messages; 4—IAM message.
cessed in regard to the dialed 800-number, which can be mapped to multiple routable numbers with percentage allocation; the allocation may be based either on different service providers or multiple numbers for the same service provider. It should be noted that in actuality more than two routable numbers can be listed and the time granularity for a routable entry is not fixed; here, for brevity, we show a maximum of two entries for each 800-number and change in entries on an hourly basis. This is time-of-the-day routing. There is another important point to note; it is possible that at a particular time instant, calls arriving at central offices in different geographic locations that are destined for a particular 800-number are routed to different routable numbers or different providers. In other words, the entry need not be unique nationwide at a particular point of time.

13.11 Fixed/Mobile Number Portability

In Section 13.9.2, we identified five different situations in regard to fixed/mobile number portability. While some countries are limiting number portability to only mobile number portability, other countries are exploring all five situations. In this section, we present the number portability architecture and discuss various possible routing schemes.

13.11.1 Portability Architecture

A key aspect of number portability is the process architecture that allows porting of a number from one network service provider to another network service provider.

Prior to regular subscriber number portability, there are several possible operator scenarios depending on how the telephone service is provided in a country: (1) local landline telephone service is provided by a single network service provider in the entire country, (2) local landline telephone service is provided by different network service providers in different parts of a country but a single provider in each region, (3) local landline telephone service within a local calling region is provided by multiple different network service providers, or (4) mobile telephone service is provided by different network service providers regardless of any geographic region in a country. Regardless of these scenarios, each provider, whether fixed or mobile, is assigned telephone numbers in blocks, typically at the exchange code level, by the numbering administration that has jurisdiction over it. This is then the ownership-based model for telephone numbering.

With number portability, a subscriber can decide to take his or her number and request service from another provider. The network provider that originally owned this number as part of a numbering block assignment is referred to as the donor network. The network provider that the subscriber approaches to host its number is called the recipient network. Note that the subscriber might want to switch service provider again after some time. Thus, the recipient network can change over time, as often as a subscriber changes the provider; however, the donor network is always considered to be the original network that owned the address block from which this subscriber number came. For example, if a provider was originally assigned the exchange code +1-816-328, then this provider is called the donor network in the number portability architecture. If the subscriber with the number +1-816-328-5001 chooses to move to another provider, then this provider is referred to as the recipient network. If the subscriber moves again to a third provider, the donor network remains the same but the third provider is now the recipient network.
In the number portability architecture, a third party organization called the network portability administration center (NPAC) is in charge of coordinating the number portability. The NPAC is given jurisdiction depending on the scope of the portability. That is, this jurisdiction is typically dependent on whether the portability is local number portability or location portability. If it is local number portability (fixed-to-fixed, or fixed-to-mobile, or mobile-to-fixed, or mobile-to-mobile), then there is a certain geographic region within which the portability is allowed, for example, within a city or local number calling area; in this case, the NPAC would need to cover all network providers that serve this area. A much clearer way to understand NPAC jurisdiction is to consider the portability at the telephone number address code level. For example, if subscriber +1-816-328-5001 is allowed to port the number to a provider only in the local calling region, then an NPAC’s jurisdiction is more regional based. If however, the subscriber with the number +1-816-328-5001 is allowed to take the number to another geographic region (“location portability”), then the NPAC must have the ability to coordinate over this geographic area, too. Regardless of the reachability of number portability from a geographic perspective, the three basic components—the donor network, the recipient network, and the NPAC—remain valid.

An important requirement as far as impact on routing is concerned is that with number portability a call cannot be routed based solely on the called number. Note that prior to number portability, the called number indicates the destination of the call; specifically the destination TDM switch can be identified from the first few digits of the called number, such as the NPA–NXX part of the called number in the NANP. Such identification based on the called number is no longer possible with number portability if a number is ported. Thus, for each number ported, we need a way to identify where this call is going to be routed to, that is the address of the destination TDM switch that currently hosts the ported number. Thus, for number portability to be possible, each destination TDM switch (or point of interconnection) requires an address, which address is referred to as the location routing number (LRN) or the network routing number (NRN).

In the NANP, an LRN is a 10-digit number taking the form NPA–NXX–XXXX, where the last four digits are typically set to zeros. It is a unique number that identifies either a local-exchange TDM switch or a point of interconnection (POI) in each LATA. Usually, the first six digits of an LRN of a TDM switch is the original LEC of the switch. Since some carriers may not have implemented number portability yet, the local exchange switches in that carrier’s network are still required to have an LRN, but they are marked as nonported LRNs. The benefit of switches so marked will be discussed later Section 13.11.2.

To port a number then requires several steps that involve the recipient network, the donor network, and the NPAC. From the point of view of each network provider, any portability request must be handled appropriately, which also includes, for example, a billing operations support system. The schematic diagram of the process flow architecture for the first-time move from a donor network to a recipient network is shown in Figure 13.15; the steps are described below:

1. The Point of Sale sends the order request to the Operations Support System (OSS) for billing of the recipient network.
2. The recipient network’s billing OSS sends a message to the donor network’s billing OSS to indicate the order request.
3. The donor network’s billing OSS responds with approval for this request if everything is in order. For example, if there are any billing issues, the donor network’s billing OSS can request a delay in transfer to the recipient network. Until this request is processed with approval, the recipient network cannot move forward with porting the number.

4. The recipient network’s OSS sends the porting request information to the Local Service Order Administration (LSOA) in its network. This request includes information such as the subscriber number, location routing number (LRN) of the donor network, and the date/time the number is to be ported to the recipient network.

5. The recipient network’s LSOA sends the porting request to the SOA at the NPAC.

6. The SOA at the NPAC records this request and forwards it to the LSOA of the donor network.

7. On receipt of this request, the LSOA of the donor network informs its billing OSS when to stop billing and receives confirmation.

8. The LSOA of the donor network now confirms the SOA at the NPAC that it has agreed to the porting request along with confirmation on the date and time of the actual change.

9. The SOA at the NPAC sends a confirmation to the LSOA at the recipient network in regard to the porting.
10. The SOA at the NPAC now communicates the porting information to its service management system (SMS) in regard to the number, the LRN, and the effective time/date of change.

11. The SMS at the NPAC is now responsible to inform local service management systems (LSMSs) at the recipient network, donor network, and any other networks under its jurisdiction about the new routing information for the ported number.

12. The LSMS in each network communicates the ported number along with routing information to its number portability database (NPDB) SCP. This then completes the portability.

   Note that it is left to each network provider to decide whether it wants to maintain a separate NPDB SCP for each originating TDM switch, or to have just one combined NPDB SCP for all its originating TDM switches.

   If the subscriber moves from its current network provider ("current recipient network") to a new network provider, then the new provider becomes the recipient network. In this case, the process flow will involve the new recipient network, the old recipient network (especially for billing purposes), and the original donor network.

   We now comment on the portability architecture if the portability is for location portability. The basic concept as described above remains the same. However, the NPAC would need to be a larger area, such as the entire nation. Certainly, in this case, for scalability, a recipient network can send the portability request to a regional NPAC, which in turn coordinates with a centralized NPAC—this option also has the advantage when the proportion of location portability request is small compared to local number portability request.

### 13.11.2 Routing Schemes

Once a number is ported as described above, we consider how to route a call to the ported number. This is where the LRN for a ported number is needed for proper delivery of a call. There are essentially four different schemes that can be invoked in regard to routing decision of a call to a ported number; all of these address how and when to determine the LRN, each in its own way. To consider these schemes, we assume that once a number is ported, a central NPDB stores the mapping information that maps a ported number to a location routing number. In addition, we assume that a donor network has an internal database that stores the mapping from a ported number to an LRN; this can be only for the number for which the donor network used to be owner before number portability was introduced.

   To discuss the four schemes, we consider an environment in which a caller calls a subscriber ("callee"). The network that receives the call from the caller will be referred to as the originating network. For this discussion, we assume that there is no intermediate or transit network between the call originating network and the recipient network, or between the call originating network and the donor network.
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Figure 13.16  Call routing schemes, with number portability.

**Onward Routing (OR)**

In this scheme, a call from the originating network is routed based on dialed digits. This then implicitly assumes that the call is sent to the donor network, i.e., as if the porting has not occurred yet. This scheme has the following steps (see Figure 13.16(a)):

1. On receiving a call from the caller, the originating network routes the call to the donor network like a regular call, i.e., circuits are allocated.
2. The donor network’s terminating switch recognizes that the number is ported; it holds the call in memory and queries the internal NPDB to learn about the recipient network.
3. The internal NPDB does a called-number-to-location routing number lookup and returns the location routing number to the donor network.
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4. Using the location routing number, the donor network routes the call to the recipient network.

It is easy to see that the onward routing scheme can be thought of as call forwarding.

**QUERY ON RELEASE (QoR)**

This procedure initially starts with the assumption that the porting has not occurred, and thus, call routing involves the donor network. This scheme has the following steps (see Figure 13.16(b)):

1. On receiving a call from the caller, the originating network routes the call to the donor network like a regular call, i.e., circuits are allocated.

2. The donor network’s terminating switch recognizes that the number is ported and informs the originating network that the number is ported. Note that the donor network does not track where the number is ported.

3. On learning from the donor network that the number is ported, the originating network queries the centralized NPDB.

4. The centralized NBDB does a called-number-to-location routing number lookup and returns the location routing number to the originating network.

5. The originating network identifies the recipient network based on the location routing number and routes the call accordingly.

Note that QoR does not need to use the internal NPDB at the donor network.

**CALL DROPBACK OR RETURN TO PIVOT (CD/RtP)**

Call dropback, also known as Return to Pivot, is somewhat of a hybrid between the onward routing scheme and the QoR scheme. Unlike onward routing, the call dropback scheme allows the call control to be cranked back to the originating network that is now in charge of handling routing to the recipient network. Similar to the QoR scheme, the originating network routes the call to the recipient while each finds out about porting differently: QoR relies on the centralized NPDB, while CD/RtP depends on the donor network to query its internal NPDB. This scheme has the following steps (see Figure 13.16(c)):

1. On receiving a call from the caller, the originating network routes the call to the donor network like a regular call, i.e., circuits are allocated.

2. The donor network’s terminating switch recognizes that the number is ported; it holds the call in memory temporarily and queries the internal NPDB to learn about the recipient network.

3. The internal NBDB does a called-number-to-location routing number lookup and returns the location routing number to the donor network.

4. The donor network releases the call to the originating network and includes the location routing number.
5. On receiving the release message from the donor network with the location routing number, it releases the circuits already assigned to the donor network, and now routes the recipient network.

Note that the dropback feature is similar to the crankback feature discussed earlier with dynamic routing (refer to Section 10.2.3). Fundamentally, this means that dropback feature is like an originating call control feature, instead of a progressive call control feature.

**ALL CALL QUERY (ACQ)**

In this scheme, a query is generated for every call, regardless of whether the called number is ported or not. This scheme has the following steps (see Figure 13.16(d)):

1. On receiving a call from the subscriber, the originating networks sends a query to the centralized NBDB.
2. The centralized NBDB returns the location routing number to the originating network.
3. The originating network identifies the recipient network based on the location routing number and routes the call accordingly.

Note that the donor network (and its internal NPDB) is not involved at all in the routing decision.

**DISCUSSION**

We have presented the above four schemes using the notion of networks and databases in a somewhat simplistic manner without providing several details. We now provide some more details to show where the circuit is actually set up and the ISUP message types involved in different segments.

Consider onward routing. In this case, the call is routed assuming no number portability. Assuming SS7 is used for call setup messages, the ISUP IAM message will be routed from the originating TDM switch (SSP) in the originating network, through a series of SSPs, including the PoP switch between the originating and the donor network, to the destination TDM switch that is supposed to serve the called number; the trunk circuit is assigned/reserved along the path so far. The destination switch will be the one that will now do the query to the internal database to determine the location routing number and will further create an ISUP IAM message to send to the recipient network to set up a series of circuits to the actual terminating switch. Once the eventual destination accepts the call, the ISUP ACM will be generated, which will then hop through the switches, including the donor network all the way back to the originating TDM switch. Thus, referring back to Figure 13.16(a), segments 1 and 4 involve both SS7 messaging and call circuits, while segments 3 and 4 involve ISUP TCAP message query and responses to internal NPDB.

Now consider QoR. In this case, the originating network routes the ISAM IAM message and circuits are allocated along the path to the donor network’s destination switch, much like onward routing. The destination TDM switch in the donor’s network will check its internal table to recognize that the number has been ported; thus, it will return an ISAM REL message. This message will hop through back to the originating switch, releasing the circuit that was
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reserved along the way. Now, the originating TDM switch will query the centralized NPDB to
determine the location routing number for the called number. It will then create a new ISUP
IAM message that will be sent toward the actual termination switch that has this LRN. Once
accepted, the ACM message will be generated by the termination switch that has this LRN.
In this case, referring to Figure 13.16(b), for segment 1, both SS7 IAM messaging and circuit
setup are completed; in segment 2, an SS7 REL message is communicated and the circuit is
released; segments 3 and 4 involve TCAP message exchanges; finally, segment 5 involves
both ISAM IAM messaging (ACM in return) as well as circuit setup for the actual call.

Call dropback is somewhat similar to QoR. The main difference is that it is the donor net-
work that initiates the called-number-to-location routing number query. In this case, referring
to Figure 13.16(c), for segment 1, both SS7 IAM messaging and circuit setup are completed;
segments 2 and 3 involve TCAP message exchanges; in segment 4, an SS7 REL message is
communicated that includes the LRN information and the circuit is released; finally, segment
5 involves both ISAM IAM messaging (ACM in return), as well as circuit setup for the actual
call.

All call query starts with the TCAP message sent to the centralized database and a re-
sponse obtained with the LRN information. Then, the call IAM message and circuit setup
are completed to the recipient network. In this case, referring to Figure 13.16(d), segments 1
and 2 involve TCAP message exchanges, and segment 3 involves both ISAM IAM messaging
(ACM in return) as well as circuit setup for the actual call. There is another slight variation in
the use of ACQ. In the second case, the originating switch first checks an internal table to see
if the called number falls in the range of the ported number; this then saves sending a query
to the NPDB if the number happens to be from a range that is not ported.

13.11.3 Comparison of Routing Schemes

From the discussion above, we can compare benefits and drawback of each routing scheme.
This is summarized in Table 13.5. The main comment we would like to add is that number
portability comes at the price of the setup cost for the portability architecture and the database
needed; this setup cost can vary depending on the scheme. In addition, circuits tied up for a
call (and thus cost) is also impacted, for example with the onward routing scheme.

It is important to keep in mind that even with number portability, it is unlikely that all
or most subscribers will move out of the donor network. That is, in practice, the percentage
of portability can vary considerably from one country to another. Keeping all these factors in
mind, it is safe to say that there is no a single “best” solution. In any case, it is important to
keep in mind that the postdial delay incurred due to any number portability scheme must be
as small as possible; otherwise, customer experience is likely to suffer. The postdial delay can
be minimized by effective traffic engineering of the signaling network, including minimizing
the number of SS7 links and nodes traversed, as well as ensuring that the transaction rate of
the NPDB is high.

13.11.4 Impact on IAM Message

Recall that in a standard IAM message, the caller party number contains the actual destina-
tion telephone number (“directory number”) of the call. The call party number is used by a
TABLE 13.5 Comparison of routing schemes for number portability.

<table>
<thead>
<tr>
<th>Method</th>
<th>Benefits</th>
<th>Drawbacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Onward Routing (OR)</td>
<td>1. No centralized database needed</td>
<td>1. Completely relies on the donor network during call setup</td>
</tr>
<tr>
<td></td>
<td>2. Internal NPDB can be stand-alone and contains only the ported number from the donor network</td>
<td>2. Requires setting up two physical call segments</td>
</tr>
<tr>
<td></td>
<td>3. Good solution for short term, or if a small percentage of subscribers chooses to do number portability</td>
<td></td>
</tr>
<tr>
<td>Query on Release (QoR)</td>
<td>1. Centralized number portability database used for call routing decision</td>
<td>1. Involves the donor network during call set-up</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Circuits are reserved temporarily to the donor network</td>
</tr>
<tr>
<td>Call dropback/Return to Pivot (CD/RtP)</td>
<td>1. Centralized number portability database not needed</td>
<td>1. Involves the donor network during call setup</td>
</tr>
<tr>
<td></td>
<td>2. Internal NPDB can be stand-alone and contains only ported numbers from the donor network</td>
<td>2. Circuits are reserved temporarily to the donor network</td>
</tr>
<tr>
<td>All Call Query (ACQ)</td>
<td>1. Centralized number portability database used for call routing decision</td>
<td>1. Relatively high portability setup cost</td>
</tr>
<tr>
<td></td>
<td>2. Does not involve the donor network</td>
<td>2. High ISUP TCAP traffic to NPDB from originating switches</td>
</tr>
<tr>
<td></td>
<td>3. Efficient in usage of switch ports and circuits</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4. Good long-term solution, especially when most subscribers choose number portability</td>
<td></td>
</tr>
</tbody>
</table>

switch to determine routing toward the destination switch; for example, in the North American format, this means that the NPA–NXX part of the called number is used for routing a call. With number portability, the NPA–NXX part of the called party parameter no longer indicates the destination switch. To accommodate routing properly, several fields (and subfields) in the IAM message have been modified to indicate that it is a ported number. The changes are as follows:

- In the Forward Call Indicator parameter, a subfield called the Ported Number Translation bit (PNTI) is set.
- The Nature of Address subfield in the Called Party Number field is set to be a ported number.
- The Called Party Number parameter now contains the LRN, and the actual destination telephone number is moved to the Generic Address field.
Note that while an exchange code is classified as ported, not all numbers in its address block would be ported; this is because some, in fact most, customers remain with the original LEC. Thus, if a user dials a directory number that is not ported, then this must be handled properly as well. In this case, the NPDB query will return the directory number itself, not the LRN. The IAM message generated will still set the PNTI bit; however, the Nature of Address subfield in the Called Party Number field is set to the normal mode, and then the called party parameter contains the directory number and the Generic Address field is not used.

The change in IAM is somewhat different in some European countries. For example, some countries do not use the Generic Address field in the IAM message if the dialed directory number is a ported number. Instead, a routing prefix is added with the directory number in the Called Party Number parameter itself, while the Nature of Address subfield indicates that the routing prefix is related to porting. For example, the United Kingdom uses a six-digit routing prefix that has the format 5XXXXX. The routing number (prefix) can be either at the level of identifying the recipient network, or the TDM switch within the recipient network that hosts the ported number. The benefit of the first option is that it allows a network provider to block the internal view of its network to the outside world; however, it is necessary to do an additional within-its-network lookup once a call arrives at its point of presence.

The main message to learn from this section is that there are multiple ways to extend the IAM message to address number portability. This is partly possible because IAM has been designed to be extensible, and also because the Called Party Number field is a variable-length field (refer to Section 12.8.1) that is not limited to the allowable length of E.164 addressing; see [236], [330] for additional details.

13.11.5 Number Portability Implementation

Decisions on number portability are country specific where regulatory bodies as well as the telecommunication industries are involved in agreeing on a workable scheme. In Table 13.6, we show a representative set of countries where number portability has been deployed. Keep in mind that the list is current at present; many countries are still in the investigative stage.

13.11.6 Routing in the Presence of Transit Network

Finally, we comment on the change in role for the network from which the call originates if there is at least a transit network between where the call originates and the recipient/donor network. This raises the following question: which network will trigger an NPDB query? Recall that in the case of OR routing, the donor network is responsible for the NPDB query; thus, there is no change in this case. Thus, the question is really for the CD/RtP, QoR, and ACQ schemes. In the United States, the ACQ scheme is used and there is an industry agreed-upon \((N-1)\) querying policy protocol to handle the NPDB query issue if there are transit networks along the call path. This means that the \((N-1)\) network, or the network before the destination network, on the path of a call from the actual origination to the destination, is required do to the NPDB query. Note that network here means call network, not the SS7 network. Theoretically, it is possible that the same SS7 network provider handles call signaling messaging routing for both the \((N-1)\) network and the donor network.

The \((N-1)\) policy is considered to be a good policy as it does not place the responsibility on the donor network when the ACQ scheme is used since the \((N-1)\) network does all
TABLE 13.6 Routing methods for number portability currently used in various countries (adapted from [236], [679], [691]).

<table>
<thead>
<tr>
<th>Country</th>
<th>Scheme</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>OR</td>
<td>Routing prefix: 86XX where XX specifies recipient network</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Routing prefix: CXXXX where XXXX specifies the destination TDM switch in the recipient network; use C00XX to specify the recipient network</td>
</tr>
<tr>
<td>Belgium</td>
<td>ACQ</td>
<td>Routing number is not communicated between providers; Nature of Address indicator is set; QoR possible through bilateral agreements</td>
</tr>
<tr>
<td>Denmark</td>
<td>ACQ</td>
<td>Routing number is not communicated between providers; Nature of Address indicator is set; QoR possible through bilateral agreements</td>
</tr>
<tr>
<td>Finland</td>
<td>ACQ</td>
<td>Routing prefix: 1DXXY where XX specifies the recipient network, Y specifies service type</td>
</tr>
<tr>
<td>France</td>
<td>OR</td>
<td>Routing prefix: Z0XXX where XXX specifies the destination TDM switch in the recipient network</td>
</tr>
<tr>
<td>Germany</td>
<td>ACQ</td>
<td>Deutsche Telekom uses ACQ while other providers can select another scheme</td>
</tr>
<tr>
<td>Italy</td>
<td>OR</td>
<td>Routing prefix: C600XXXXXX where XXXXXX specifies the destination TDM switch in the recipient network</td>
</tr>
<tr>
<td>Japan</td>
<td>OR</td>
<td>The donor network performs SS7/IN lookup to obtain routing number</td>
</tr>
<tr>
<td>Netherlands</td>
<td>QoR/ACQ</td>
<td>Operators decide</td>
</tr>
<tr>
<td>Norway</td>
<td>OR, ACQ</td>
<td>OR is short-term, ACQ is long-term; QoR is optional; Nature of Address field used as indicator along with routing prefix</td>
</tr>
<tr>
<td>Spain</td>
<td>ACQ</td>
<td>QoR used internally by Telefónica; Routing prefix: XXYYZZ that specifies the recipient network along with Nature of Address field indicator</td>
</tr>
<tr>
<td>UK</td>
<td>OR</td>
<td>Routing prefix: 5XXXX where XXXX specifies the destination TDM switch in the recipient network; in parts of the network, British Telecom also uses dropback scheme</td>
</tr>
<tr>
<td>US</td>
<td>ACQ</td>
<td>PNTI bit set in Forward Call indicator; location routing number takes the place of Called Party Number field; the directory number is placed in Generic Address Parameter</td>
</tr>
</tbody>
</table>

the NPDB queries. Furthermore, the entire world numbering plan and routing architecture can still work globally without requiring fundamental changes to the current architecture. We describe the possible scenarios below assuming the donor network is marked as a local exchange carrier, LEC-Z.

- A geographic local call: Consider a call that is local where LEC-Z operates that originates from a local exchange carrier, LEC-A. In this, the \((N-1)\) network is LEC-A where the call originates and there is no transit network. Thus, LEC-A itself is required to do the NPDB query.

- A long-distance call that involves an IXC: Consider a call from a geographic area originating from a local exchange carrier, LEC-B, to a ported number where the donor network
(“LEC-Z”) is in another geographic area where the call must traverse through an IXC. That is, the call path (before number portability) is LEC-B to IXC to LEC-Z. In this case, IXC is considered the \((N - 1)\) network and is required to do the NPDB query.

- An international call from outside the United States to the donor network, LEC-Z: The provider outside the United States would not be able to know which LEC is ported and which is not. In this case, the call is handed over from the other nation’s network provider to the IXC that provides service within the United States. If this carrier is the same carrier for long-distance service before reaching LEC-Z, then this carrier is required to do the NPDB query.

In all cases, since multiple switches are involved along the call path, a mechanism is still needed to ensure that a downstream switch does not perform an NPDB lookup if it has already been performed by an upstream switch. Thus, if a TDM switch performs an NPDB lookup to obtain an LRN, the ensuing IAM message that is sent out of this switch for this call is modified. This modification includes setting the PNTI bit in the Forward Call Indicator parameter in the IAM message; furthermore, the LRN code is placed in the Called Party Number parameter, and the called number is included in the Generic Address Parameter field. By inspecting the PNTI bit, a downstream TDM switch knows that the NPDB is already performed. This feature is also helpful in case \((N - 1)\) network fails to perform the NPDB query, for instance, due to a technical failure. Thus, the call setup IAM message without this modification will be routed all the way to the donor network’s supposed terminating switch; that is, this will look like the onward routing case where it is left to the switch that would have been the terminating switch prior to number portability deployment to perform the NPDB query. Such default-routed calls are then the burden of the donor network to perform the query. Incidentally, in the United States, the Federal Communication Commission’s policy allows the donor network to charge the \((N - 1)\) network for this extra work and even allows it to “block default-routed calls, but only in special circumstances when failure to do so is likely to impair network reliability” [417].

In the case of the long-distance and international call scenarios above, there is another decision the IXC, the \((N - 1)\) network, is required to address. For instance, the call in the IXC’s part of the network usually traverses through multiple TDM switches. For instance, if dynamic call routing is used in the IXC’s network, there can be at most three TDM switches involved, the ingress switch, an intermediate (via) switch, and the egress switch. The decision partly depends on whether portability is local number portability or location portability. If it is local number portability, then the LRN will be adjacent to the donor network for the ported number that has been dialed; thus, in this, the egress switch in the IXC’s network is the appropriate switch to do the NPDB query and then identify the PoP for the network that serves this LRN. However, if it is for location portability, then we need to consider the possibility that the ported number might have moved anywhere in the entire country; thus, it would be more appropriate to do the NPDB query at the ingress switch, especially to avoid any crankback. Furthermore, with location portability, for an intracountry call, it might be more appropriate to do all call query (ACQ) at the originating LEC. We note that the idea of location portability is still in its infancy; further development is required to understand all its possible implications.
13.12 Multiple-Provider Environment with Local Number Portability

We will illustrate the entire call routing scenario in a local number portability environment. Our illustration primarily focuses on a geographically contained area where local number dialing is sufficient. We assume that the ACQ scheme is used with the variation that the originating switch first checks an internal table to see if it is still host to the dialed number; such numbers will referred to as native numbers. Thus, when a user calls a number that used to be homed off this switch, then the originating TDM would first check internally to determine if it is a native number. If it is native, then it will do intraswitch routing as it used to do prior to LNP implementation. If the dialed number is not a native number, then the switch sends a TCAP message to the NPDB that is connected to the SS7 network in order to determine the LRN. Once LRN is determined, the trunkgroup ID and the TCIC on the appropriate outgoing trunkgroup for this call must be identified.

We will now illustrate the above scenario using Figure 13.17. Here, we consider three LECs—LEC A, LEC B, and LEC C; each can be the donor network for the number range originally assigned to them. We assume that originally the exchange code 816-328 belonged to LEC A. The user with the number 816-328-0001 decided to migrate to LEC B for local telephone services and is homed to the TDM switch with LRN 816-342-0000, and the user with the number 816-328-0002 to LEC C homed to the TDM switch with LRN 816-367-0000. Thus, LEC A is the donor network in both cases, and LEC B is the recipient network in the first case, while LEC C is the recipient network in the second case. Thus, when the user with the number 816-328-9999 who has remained with LEC A calls the number 328-0001, the originating TDM switch with LRN 816-328-0000 checks if the number dialed is in its dialed number inventory to see if it is a native or a ported number. It will recognize that it is a ported number, thus as shown Figure 13.17, it will identify the LRN for the ported number using the centralized NPDB, and in turn, SSP and the trunkgroup ID for ISUP IAM message routing and call routing, respectively.

For the above scenario, the network topology architecture encompassing all three LECs with both TDM switching and SS7 nodes is shown in Figure 13.18. For simplicity, in each LEC, only a single TDM switch is shown with connectivity between switches to different LECs; SS7 STP nodes are similarly kept simple. Consider now a call from the user with the number 816-367-2525 homed off LRN 816-367-0000 in LEC-B to the user with the number 816-328-0002. From Figure 13.18, we can see that this is really an intraswitch call. However,
it is important to avoid this call being first routed to LRN 816-328-0000 and then routed back to LRN 816-367-0000 (which can lead to looping). With ACQ, the query to the centralized database will be performed to find out that it is itself indeed the host of this number. It might be advisable for each switch to maintain entries for ported numbers for which it is now the home switch to avoid this lookup; this should be done cautiously and in proper coordination with the operations support system that talks to the local service order administration and local service management system since this user might choose to move out of this switch (provider) to another provider over time. If local marking inside the switch is done for the numbers it hosts now, then when 816-367-2525 calls 328-0002, the originating TDM switch (with LRN 816-367-0000) immediately recognizes that this is an intraswitch call.

We now make an important comment about the topology architecture shown in Figure 13.18. It is easy to see that as the number of LEC grows, inter-LEC connectivity grows quadratically; certainly, this is not a scalable solution. Thus, topology aggregation can possibly be achieved by introducing inter-LEC PoP tandem switches for call transfer; that is, this is analogous to the multiple LECs with the common interconnect point described earlier in Figure 13.11. Such topology aggregation would certainly require appropriate call routing table changes at the originating TDM switches in each LEC. Similarly, the number of STPs can be reduced if an inter-LEC exchange point STP is introduced to serve as a point of presence for SS7 message forwarding.
if ( dialed number is not N11 call and dial number is NOT 1-8XX number ) then
if ( dialed number is a local number ) then
  if ( an intra-switch call ) then
    Complete the call
  else // not interswitch call
    if ( NPA-NXX is not ported) then
      // handle as before pre-LNP days
      Determine hand-off SSP/PoP for this CIC based on routing/forwarding table
      Determine TrunkGroup ID to this SSP and available circuit TCIC
      Generate standard ISUP IAM message with this SSP as DPC and TCIC value
    else // NPA-NXX is ported
      Query NPDB/SCP with NPA-NXX to obtain LRN
      Determine SSP for this LRN
      Determine trunkgroup ID for this SSP
      Generate modified ISUP IAM message with this SSP as DPC and TCIC value, with PNTI set, Nature of Address field indicated,
      Called Party Number field containing LRN, and the dialed number in generic address field
    endif
  endif
else
  // dialed number is a long-distance/international number
  // no NPDB lookup required
  Query LIDB database and determine CIC for this subscriber
  Determine hand-off SSP/PoP for this CIC based on routing/forwarding rule
  Determine TrunkGroup ID to this SSP and available circuit TCIC
  Generate standard ISUP IAM message with this SSP as DPC and TCIC value
endif
endif
endif

FIGURE 13.19 Call processing logic at the originating switch with number portability: a conceptual view.

Now, suppose that a call originates from another geographic area to 816-328-0001 that requires traversing through an IXC’s network. In this case, \((N - 1)\) policy is used; this means that the IXC is required to do NPDB lookup; thus, in this case, IXC’s process will be similar to LEC-A’s process.

We conclude this section by providing the call processing logic at the originating switch that incorporates number portability. This is shown in Figure 13.19.

13.13 Summary

In this chapter, we presented PSTN architecture and routing. We have started with numbering plan E.164 and discussed how a dialing plan is different from a numbering plan; because of this, the originating TDM switch has the responsibility for digit analysis so that a call can be routed properly.

Originally, there was a direct connection between call routing and addressing with the one provider per nation scenario, where outgoing trunkgroups from a TDM switch were identified based on the numbers dialed. In the past two decades, there has been significant
impact on call routing decisions as new requirements have been placed such as allowing multiple long-distance providers. We have illustrated how such additional requirements can be addressed by introducing new functionalities such as the CIC code in order to properly route a call. After multiprovider environments, we presented call routing and its impact on the underlying system due to number portability.

It is important to note that while originally addressing and routing were directly related, in a multiprovider environment with number portability, the role of E.164 addressing has changed to being a universal identifier, rather than remaining as a physical locator for routing. That is, number portability thus has necessitated a number to be mapped to a routable entity through a lookup process; this is an important consequence of number portability. Later in Chapter 20, we will present routing for voice over IP, and additional issues will be discussed.

Another important point to note is the regulatory factor and how it can impact changes in protocol, architectural functions, and routing. For example, if a nation has a single body running the network nationwide, then clearly a field such as the CIC code is not needed in the ISUP IAM message. In a multiprovider environment, the CIC code is needed and it plays a critical role in routing decision. Number portability has also necessitated additional changes in the ISUP IAM message. Furthermore, the need for a neutral party to do certain centralized coordination in a multiprovider setting is important to note.

Further Lookup

ITU-T recommendation covers call routing, ISUP messaging, and so on; see [328], [324] for details. WTNG [746] maintains an up-to-date website for numbering plans for different countries around the world. For an international dialing sequence between any two countries, see [312]. North American numbering plan administration maintains an informative website that contains NPA–NXX availability, CIC number, and so on; see [531]. Note that 555 numbers such as 555-1212 require special handling; you may consult [10] for a detailed discussion about 555 handling. For the new numbering plan in India (as of April 2003), see [491].

For additional material on number portability, refer to [236], [679], [690], [691], [716], [717]. The local number portability working group [416] maintains a website that discusses \((N – 1)\) carrier architecture [417]. Furthermore, best practices for number portability have been tabulated [418]. The 1-800 toll-free service was first introduced in 1967; for a comprehensive historical background on 800-service, see [652]. The emergency 911 service is currently addressing enhanced services [523]. An analysis of call routing using SS7 data can be found in [100].

Exercises

13.1. Review questions:

(a) What is number translation?

(b) What is Carrier Identification Code?

(c) What is local number portability?

13.2. Why does the subscriber’s telephone number not need an SS7 point code address?
13.3. Explore the numbering plan deployed in various countries (for example, select five different countries, other than the three already mentioned in this chapter). Compare their similarities and differences.

13.4. In Section 13.12, we illustrated local number portability. Introduce multiple long-distance providers and discuss how call routing will be handled.

13.5. Suppose that we want to architect worldwide number portability. Investigate what types of functions and architectural components would be needed, and the impact these factors would place on call routing.

13.6. Explain how dialed number, point code, CIC code, LRN, and trunkgroup ID are related for each of the following scenarios: (i) single national provider, (ii) multiple local exchange providers, (iii) local number portability.
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Part IV: Router Architectures

An important component of routing is routers. A router’s job is to do efficient packet processing of any incoming packet and to track information due to exchange of routing protocol messages; it also must support network management functions. However, how a router is architected can strongly impact overall packet processing. In this part, we present three chapters that encompasses routers.

In Chapter 14, we present a general overview of different needs and requirements of a router. This is then followed by a classification of different routing architectures. In general, this chapter serves as a road map.

An important function of a router is to do IP address lookup. Due to classless inter-domain routing (CIDR), the lookup function must take netmask into consideration. Not only that, if a subset of address blocks from a contiguous address block plans to move to be provided by a different provider, the router must have the ability to handle processing of such exceptions efficiently. In Chapter 15, we present a variety of IP lookup algorithms along with a discussion of their strengths and limitations.

Another important function of a router is packet filtering and classification. This means that beyond address lookup, a router is often required to handle packets differently depending on customer requirements. These additional constraints must be handled efficiently by a router. In Chapter 16, we present a variety of algorithms for packet filtering and classification. As with lookup algorithms, their strengths and limitations are also highlighted.

Finally, a router does much more than lookup and classification. For this the switching backplane inside the router must be efficient, the packet queueing and scheduling must address a variety of requirements, and often some traffic conditioning is required due to service level agreements. These topics are covered later in Part VI.
14

Router Architectures

Architecture starts when you carefully put two bricks together. There it begins.

Ludwig Mies van der Rohe

Reading Guideline

This chapter serves as the platform for understanding the basics of routers and types of routers, and as the background material to understand more details about a router’s critical functions, such as address lookup and packet class classification, which are discussed in subsequent chapters.
In Part II of this book, we presented IP network routing, focusing primarily on routing protocols and their usage, with only cursory remarks about routers. In this chapter, we present an overview of routers and how they are architected for the purpose of packet forwarding and handling routing protocols.

Traditionally, routers have been implemented purely with software running on a general purpose personal computer (PC) with a number of interfaces. Such a device can receive packets on one of its interfaces, perform routing functions, and send packets out on another of its interfaces. As the Internet grew over the years, the type and size of routers changed, since routers based on general-purpose PC architectures are limited by the performance of the central processor and memory. Fortunately, advances in silicon technology have made it possible to build hardware-based routers capable of handling high data rates.

In this chapter, we describe various IP router architectures and highlight their advantages and disadvantages. In addition, we examine the performance trade-offs imposed by the architectural constraints of these routers. We start our discussion with a high-level overview of the routing process and describe the functions a router should implement.

### 14.1 Functions of a Router

Broadly speaking, a router must perform two fundamental tasks: routing and packet forwarding, as shown in Figure 14.1. Based on the information exchanged between neighboring routers using routing protocols, the routing process constructs a view of the network topology and computes the best paths. The network topology reflects network destinations that can be reached as identified through IP prefix-based network address blocks. The best paths are stored in a data structure called a forwarding table. The packet forwarding process moves a packet from an input interface (“ingress”) of a router to the appropriate output interface (“egress”) based on the information contained in the forwarding table. Since each packet arriving at the router needs to be forwarded, the performance of the forwarding process determines the overall performance of the router.

![Routing and packet forwarding process](image_url)
The functions of the packet forwarding process can be categorized into two subgroups: basic forwarding and complex forwarding. Basic forwarding defines the minimal set of functions a router should implement in order to transfer packets between interfaces. Complex forwarding functions represent the additional processing required by the routers, depending on their deployment environments and their usage.

14.1.1 Basic Forwarding Functions

For forwarding an IP packet from an incoming interface to an outgoing interface, a router needs to implement the following basic forwarding functions [46], [50], [98]:

- **IP Header Validation**: Every IP packet arriving at a router needs to be validated. Such a test ensures that only well-formed packets are processed further while the rest are discarded. This test also ensures that the version number of the protocol is correct, the header length of the packet is valid, and the computed header checksum of the packet is same as the value of the checksum field in the packet header.

- **Packet Lifetime Control**: Routers must decrement the time-to-live (TTL) field in the IP packet header to prevent packets from getting caught in the routing loops forever. If the TTL value is zero or negative, the packet is discarded; an ICMP message is generated and sent to the original sender.

- **Checksum Recalculation**: Since the value of the TTL is modified, the header checksum needs to be updated. Instead of computing the entire header checksum again, it is more efficient to compute it incrementally [444]; after all, the TTL value is always decremented by 1.

- **Route Lookup**: The destination address of the packet is used to search the forwarding table for determining the output port. The result of this search will indicate whether the packet is destined for the router or to an output port (unicast) or to a set of multiple output ports (multicast).

- **Fragmentation**: It is possible that the maximum transmission unit (MTU) of the outgoing link is smaller than the size of the packet that needs to be transmitted. This means that the packet would need to be split into multiple fragments before transmission.

- **Handling IP Options**: The presence of the IP options field indicates that there are special processing needs for the packet at the router. While such packets might arrive infrequently, a router nonetheless needs to support those processing needs.

When there are routing or packet errors, routers use ICMP messages to communicate the information.

14.1.2 Complex Forwarding Functions

Besides the basic functions, the marketplace has necessitated the need for additional, complex functions. That is, with the popularity of the Internet, complex issues such as security, different user requirements, and service guarantees based on different service level agreements have become paramount and need to be addressed. These issues translate to additional processing when forwarding a packet, without essentially increasing overall packet
processing time at a router. To cite an example of service differentiation, consider a scenario where customers are interested in watching a high-definition movie streaming directly over the Internet. Such a streaming requires not only high bandwidth but timely delivery of the data. The router needs to distinguish such packets so that it can forward them earlier. This results in the notion of differentiated services, and consequently requires that routers support a variety of mechanisms such as the following:

- **Packet Classification**: For distinguishing packets, a router might need to examine not only the destination IP address but also other fields such as source address, destination port, and source port. The process of differentiating the packets and applying the necessary actions according to certain rules is known as packet classification.

- **Packet Translation**: As the public IPv4 address space is being exhausted, there is a need to map several hosts to a single public address. Thus, a router that acts as a gateway to a network needs to support network address translation (NAT). NAT maps a public IP address into a set of private IP addresses and vice versa. This requires a router to maintain a list of connected hosts and their local addresses and to translate the incoming and outgoing packets.

- **Traffic Prioritization**: A router might need to guarantee a certain quality of service to meet service level agreements. This involves applying different priorities to different customers or data flows and providing a level of performance in accordance with the predetermined service agreements. For example, the agreement might specify that a fixed number of packets must be delivered at a constant rate, which is necessary for real-time streaming multimedia applications such as IPTV, or real-time interactive applications such as VoIP.

### 14.1.3 Routing Process Functions

Besides packet forwarding, i.e., the data plane function, a router needs to ensure that the contents of the forwarding table reflect the current network topology. For this, a router also needs to provide control plane and management plane functions. In particular, a router needs to handle:

- **Routing Protocols**: Routers need to implement different routing protocols, such as OSPF, BGP, and RIP for maintaining peer relationships by sending and receiving route updates from adjacent routers. These route updates are sent and received as normal IP packets. But the key difference between these packets and the packets that transit through the router is the destination address, which is the router itself for route update packets. Once the updates are received, the forwarding table is modified so that subsequent packets are forwarded to the correct outgoing links.

- **System Configuration**: Network operators need to configure various administrative tasks such as configuring of interfaces, routing protocol keep alives, rules for classifying packets. Hence, a router needs to implement various functions for adding, modifying,
and deleting these configuration data, as well as persistently storing them for retrieval later.

• **Router Management:** In addition to the configuration tasks, the router needs to be monitored for continuous operation. These functions include supporting various management functions that are implemented using protocols such as simple network management protocol (SNMP).

### 14.1.4 Routing Table versus Forwarding Table

As described earlier, the packet forwarding function directs an incoming packet to the appropriate output interface based on the results of looking up a forwarding table. The routing function builds a routing table that is used in the construction of forwarding tables. Often, in the literature, the terms *routing table* and *forwarding table* are used interchangeably to refer to the data structures in a router for forwarding packets. In this section, we highlight the differences between those tables.

The routing table is constructed by the routing algorithms based on the information exchanged between neighboring routers by the routing protocols. Each entry in the routing table maps an IP prefix to a next hop. The forwarding table, on the other hand, is consulted by the router to determine the output interface an incoming packet needs to be forwarded. Thus, each entry in the forwarding table maps an IP prefix to an outgoing interface. Depending on the implementation, the entries might contain additional information such as the MAC address for the next hop and statistics about the number of packets forwarded through using the interface.

While a single table for routing and forwarding is possible, most implementations tend to keep these two separate for the following reasons. First, the forwarding table is optimized for searching a destination IP address against a set of IP prefixes, while the routing table is optimized for calculating changes in the topology. Second, as every packet needs to examine the forwarding table, it is implemented in a specialized hardware for high-speed routers. However, the routing tables are usually implemented in software. An instance of a routing table and forwarding table is shown in Table 14.1. The routing table in the figure indicates the next-hop IP address for a destination IP prefix. The forwarding table tells us a packet bound to the network identified by the IP prefix should be forwarded to interface eth0 with the appropriate MAC address.

<table>
<thead>
<tr>
<th>Table 14.1: Routing table and forwarding table.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Routing table</td>
</tr>
<tr>
<td>IP prefix</td>
</tr>
<tr>
<td>10.5.0.0/16</td>
</tr>
</tbody>
</table>
14.1.5 Performance of Routers

The performance of a router is stated in terms of throughput expressed in bits per second. The throughput characterizes how much data the router can transfer per second from input network interfaces to an output network interfaces. A router throughput $T$ is calculated as

$$T = P \times R,$$  \hspace{1cm} (14.1.1)

where $P$ represents the number of ports or interfaces feeding the router and $R$ represents the line rate of each port. For instance, a router containing 16 ports with each port running at a line rate of 40 Gbps has a throughput of 640 Gbps. However, the throughput is not a measure of the real capability of the router. As routers forward packets, it is more important to know how many packets they are capable of forwarding in a second, which is referred to as packets per second (pps). For instance, a router throughput of 640 Gbps could mean packets of size 40 bytes forwarded at 2 billion pps or packets of size 80 bytes forwarded at 1 billion pps. Obviously, a router capable of handling more packets per second for the same packet size is considered better from performance perspective.

Now let us try to express the router throughput in terms of packet size and packets per second. If $S$ is the packet size and $P_s$ represents packets per second, then the line rate $R$ can be expressed as

$$R = S \times P_s.$$  \hspace{1cm} (14.1.2)

Substituting for $R$ in Eq. (14.1.1), the throughput can be reformulated as

$$T = P \times S \times P_s.$$  \hspace{1cm} (14.1.3)

The next logical question is: what should be the packet size used for this assessment? In a decade-old study, the average packet size was found to be 300 bytes [696]. In recent observations, commonly seen packet sizes are 40 bytes (due to TCP acknowledgments), 576 bytes (due to RFC 879, which is now outdated), 1500 bytes (due to Ethernet MTU size), and 1300 bytes (due to VPN software). If a router is designed with any of these sizes other than the smallest size, it might not be able to sustain a long sequence of shorter packets. Thus, most router designers use the minimum of 40 bytes as the standard packet size for such assessment.

14.2 Types of Routers

Routers can be of different complexity based on where in the network they are deployed and how much traffic they need to sustain. Naturally, this means that routers can be of different types. In this section, we describe three types of routers: core routers, edge routers, and enterprise routers and outline their requirements [367].

**CORE ROUTERS**

Core routers are used by service providers for interconnecting a few thousand small networks so that the cost of moving traffic is shared among a large customer base. Since the traffic arriving at the core router is highly aggregated, it should be capable of handling large amounts of...
Types of Routers

While it is important to keep the cost of a core router to be reasonable, the cost is a secondary issue. The speed at which a core router can forward packets is mostly limited by the time spent to look up a route in the forwarding table. On receiving a packet from an ingress interface, the forwarding table entries need to be searched to locate the longest prefix match. The prefix represents the target IP network the packet is destined for. The matching prefix determines the egress interface. With the increase in the number of systems connected to the Internet and the associated surge in traffic growth, demand is placed on core routers to forward more packets per second. Hence, specialized algorithms implemented in hardware are required for fast and efficient lookups. These algorithms are the focus of Chapter 15.

Since core routers form the critical nodes in the network, it is essential that these routers do not fail under any conditions. The reliability of a router depends on the reliability of physical elements such as the line cards, switch fabric, and route control processor cards. The reliability of these physical elements is achieved by full redundancy—dual power supplies, standby switch fabric, and duplicate line cards and route control processor cards. Moreover, the software is enhanced so that when one of the elements fails, the packet forwarding and the routing protocols continue to function.

Edge Routers

Edge routers, also known as access routers, are deployed at the edge of the service provider networks for providing connectivity to customers from home and small businesses. The first generation of edge routers were really remote access servers attached to terminal concentrators that aggregated large number of slow-speed dial-up customers. However, this is not the case anymore. First, the need for more bandwidth has led to the introduction of a variety of access technologies such as high-speed modems, DSL, and cable modems. Hence the edge routers need to support an aggregation of customers using different access technologies. Second, in addition to legacy remote access protocols, these routers need to implement newer protocols such as point-to-point tunneling protocol (PPTP), point-to-point protocol over Ethernet (PPPoE), and IPsec that support VPNs. These protocol implementations should also scale as they need to be run on every port. Finally, these routers should be capable of handling a large amount of traffic. This is necessary as many customers are migrating from dial-up access to high-speed modems. These trends suggest that the edge routers support a large number of ports capable of different access technologies and many protocols operating at each port.

Enterprise Routers

Enterprise networks interconnect end systems located in companies, universities, and so on. The primary requirement of routers in these networks is to provide connectivity at a very low cost to a large number of end systems. In addition, a desirable requirement is to allow service differentiation to provide quality of service (QoS) guarantees for different departments of an enterprise.

A typical enterprise network is built using many Ethernet segments interconnected by hubs, bridges, and switches. These devices are inexpensive and can be easily installed with limited configuration effort. A network built using such inexpensive devices tend to degrade in performance as the size of the network increases. Hence, using routers in these networks
to divide the end systems into hierarchical IP subnetworks is desirable. Moreover, it scales the network better.

In addition to providing the basic connectivity, there are several additional design requirements for the enterprise routers. First, these routers require efficient support for multicast and broadcast traffic as applications such as video broadcasting are more predominantly used in the enterprise. Second, these routers need to implement many legacy technologies that are still in use in the enterprises. The third requirement is the extensive support for security firewalls, filters, and VLANs. Finally, as these routers must connect many LANs, they are required to support large number of ports.

For enterprises, the network is considered as an operational expense and the goal is to minimize this expense. Hence, the routers targeted for enterprise deployment are required to have low cost per port, a large number of ports, and the ease of maintenance. Hence, it is challenging to design an enterprise router that satisfies these requirements for every port and still keep the cost low per port.

### 14.3 Elements of a Router

So far, we have discussed the functions and types of a router; we next discuss the elements needed in a router to provide these functions. For this purpose, a router can be viewed from two different perspectives. From a *functional* perspective, it can be logically viewed as a collection of modules where each module implements a set of related functions to achieve the overall goal of forwarding packets. From an *architectural perspective*, a router can be considered as an interconnection of different types of cards running specialized software. We discuss the functional perspective before examining the architectural perspective.

A router can be divided into several modules from a functional point of view. These components implement the various requirements of a router described in the previous sections. A generic router consists of six major functional modules: network interfaces, a forwarding engine, a queue manager, a traffic manager, a backplane, and a route control processor. These functional modules are shown in Figure 14.2.

- **Network Interfaces**: A network interface contains many ports that provide the connectivity to physical network links. A port terminates a physical link at the router and serves as the entry and exit point for incoming and outgoing packets, respectively. A port is specific to a particular type of network physical medium. For instance, a port can be an Ethernet port or a SONET interface. In addition, a network interface provides several functions. First, it understands various data link protocols so that when the packet arrives it can de-capitalize the incoming packets by stripping the Layer 2 (L2) headers. Second, it extracts the IP headers, i.e., the Layer 3 (L3) headers, and sends them to the forwarding engine for route lookup while the entire packet is stored in memory. Collectively, this processing is referred to as L2/L3 processing. Further, it provides the functionality of encapsulating L2 headers before the packet is send out on the link.

- **Forwarding Engines**: These are responsible for deciding to which network interface the incoming packet should be forwarded. When a port receives a new packet, it de-encapsulates L2 headers and sends the entire IP packet, or just the packet header, to the forwarding engine. The forwarding engine consults a table, i.e., engages in a route lookup function, and determines to which network interface the packet should be forwarded. This
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The table is called the *forwarding information base* or simply the *forwarding table*. Algorithms for route lookup can be implemented in custom hardware or software running on a commodity hardware. Depending on the architecture, the lookups can occur in the custom hardware or in a local route cache in the line card. Furthermore, to provide QoS guarantees, forwarding engines may need to classify packets into predefined service classes.

- **Queue Manager**: This component provides buffers for temporary storage of packets when an outgoing link from a router is overbooked. When these buffer queues overflow due to congestion in the network, the queue manager selectively drops packets. Thus, the responsibility of this component is to manage the occupancy of the queue and implement policies about which packets to drop when the queues are about to be fully occupied.

- **Traffic Manager**: This component is responsible for prioritizing and regulating the outgoing traffic, depending on the desired level of service. This is necessary as routers carry traffic from different subscribers and it is important to ensure that they get the level of service for which they pay. The traffic manager shapes the outgoing traffic to the subscriber according to the service level agreement. Similarly, when a router receives traffic from a subscriber, the traffic manager ensures that it does not accept more than what is specified in the contract. Sometimes the functionality of the queue manager and the traffic manager are merged into a single component.

- **Backplane**: This component provides connectivity for the network interfaces so that packets from an incoming network interface can be transferred to the outgoing network interface card. The backplane can be either *shared*, where only two interfaces can communicate at any instant, or *switched*, where multiple interfaces can communicate simultaneously. The aggregate bandwidth of all the attached network interfaces defines the bandwidth required for the backplane.

**Figure 14.2** Components of a router.
• **Route Control Processor:** The control processor is responsible for implementing and executing routing protocols. It maintains a routing table that is updated whenever a route change occurs. Based on the contents of the routing table, the forwarding table is computed and updated. In addition, it also runs the software to configure and manage the router. A route control processor also performs complex packet-by-packet operations like errors during packet processing. For example, it handles any packet whose destination address cannot be found in the forwarding table in the line card by sending an ICMP packet to its source of origin indicating the error. These functionalities are typically implemented in software running on a general-purpose microprocessor.

We next consider the architectural perspective and how the functional modules are implemented in practice. Figure 14.2 shows the various architectural components of a router and the functional modules each implements. They are:

• **Port Cards:** A port card implements the network interfaces. Each port card is capable of handling only a specific medium. For instance, a port card will support only Ethernet while the other can handle only SONET. The port cards contain L2 processing logic that understands the L2 packet format specific for that medium. In addition, the port cards perform accounting about the incoming and outgoing packets. Such cards are given different names by different vendors; for example, Juniper networks refers to them as Physical Interface Cards (PICs), whereas Cisco refers to them as Physical Layer Interface modules (PLIMs) in CRS-1 routers.

• **Line Cards:** A line card implements a majority of the functional components, forwarding engine, queue manager, and traffic manager. It parses the IP payload and uses the contents of the header to make decisions about forwarding, queueing, and discarding during periods of link congestion. It also contains memory buffers for storing the packet during processing and queuing. The line card houses port cards and connects to the backplane and ultimately to another line card. Sometimes, the line cards include the ports specific to certain media rather than using port cards.

• **Switch Fabric Cards:** While a line card implements the packet processing functions, a switch fabric card serves as the backplane for transferring packets from the ingress line card to the egress line card. In high-end routers, multiple switch fabric cards are used for increased throughput and redundancy.

• **Route Processor Cards:** These cards implement the functionality of the route control processor. The routing protocols and the management software run on these cards. In high-end routers, these cards use general-purpose processors with a large amount of memory running a commodity operating system.

From the discussion of the above two perspectives, we can see that there is a relationship between them. Many functional modules are directly mapped to physical components (such as cards, other hardware, and software). Note that there can be numerous ways to map functional modules to physical components, which leads to different router architectures. Before delving into different router architectures, let us understand how a packet is processed in a generic router.
14.4 Packet Flow

The packet flow in a generic router is shown in Figure 14.3. The processing steps can be broadly grouped into ingress packet processing and egress packet processing.

14.4.1 Ingress Packet Processing

When an IP packet arrives from the network, it first enters the network interface. For the sake of discussion, let us assume that the packet is received on an Ethernet port. The network interface interprets the Ethernet header, detects frame boundaries, and identifies the starting point of the payload and the IP packet in the frame. The L2 processing logic in the card removes the L2 header and constructs a packet context. A packet context is a data structure that essentially serves as a scratch pad for carrying information between different stages of packet processing inside the router. The L2 processing logic appends to the packet context information about L2 headers, for instance, in the case of Ethernet, the source and destination MAC address. In addition to L2 information, the packet context can carry additional information as shown in Figure 14.4. Use of other fields in the packet context will be revealed later in the discussion.

Now the L2 processing logic peels off the payload, which is an IP packet, and along with the packet context sends it to the L3 processing logic. The L3 processing logic locates the IP header and checks its validity. It extracts the relevant IP header information and stores it in the packet context. The header information includes the destination address, source address, protocol type, DSCP bits (for differentiated services), and if the IP packet is carrying TCP or UDP payload, the destination and the source ports as well.

At this point, the packet context contains enough information for route lookup and classification of the packet. Next, the entire packet context is sent to the forwarding engine in the line card. The forwarding engine searches a table (the forwarding table) to determine the next hop. The next-hop information contains the egress line card and the outgoing port the packet needs to be transferred. This information is populated in the packet context.

![Figure 14.3 Packet flow in a router.](image-url)
While the forwarding engine is determining the next hop using the packet context, the L3 processing logic sends the IP packet to be stored in the buffer memory temporarily. When the forwarding engine completes, the packet context is appended with the address of the packet in memory and is sent to the backplane interface.

From the packet context, the backplane interface knows to which line card the packet needs to be transferred. It then schedules the packet for transmission along with the packet context over the backplane. Note that the priority of the packet is taken into account while transmitting on the backplane: higher-priority packets need to be scheduled ahead of lower-priority packets.

### 14.4.2 Egress Packet Processing

When the packet reaches the egress line card, the backplane interface on the egress line card receives the packet and stores it in the line card memory. Meanwhile, the received packet context is updated with the new address of the memory location and sent to the queue manager. The queue manager examines the packet context to determine the packet priority. Recall that the priority was determined by the forwarding engine in the ingress line card during packet classification. Next the queue manager inserts the context of the packet in the appropriate queue.

As different queues, depending on the priority, consume different amounts of bandwidth on the same output link, the queue manager implements a scheduling algorithm.
The scheduling algorithm chooses the next packet to be transmitted according to the bandwidth configured for each queue. In some instances, the queues could be full because of congestion in the network. In order to handle such cases, the queue manager implements packet dropping behavior to proactively drop packets when the router experiences congestion.

Once the packet is scheduled to be transmitted, the traffic manager examines its context to identify the customer and if there are any transmit rate limitations that need to be enforced according to the service contract. Such a mechanism is referred to as traffic shaping. If the traffic exceeds any rate limitations, the traffic manager delays or drops the packet in order to comply with the agreed rate.

Finally, the packet arrives at the network interface where L3 processing logic updates its TTL and updates the checksum. The L2 processing logic adds the appropriate L2 headers and the packet is transmitted.

14.5 Packet Processing: Fast Path versus Slow Path

The tasks performed by a router can be categorized into time-critical and non–time-critical operations depending on their frequency; they are referred to as fast path and slow path, respectively. The time-critical operations are those that affect the majority of the packets and need to be highly optimized in order to achieve gigabit forwarding rates. The time-critical tasks can be broadly grouped into header processing and forwarding. The header processing functions include packet validation, packet lifetime control, and checksum calculation, while forwarding functions include destination address lookup, packet classification for service differentiation, packet buffering, and scheduling. Since these tasks need to be executed for every packet in real time, a high performance router implements these fast path functions in hardware.

Non–time-critical tasks are typically performed on packets destined to a router for maintenance, management, and error handling. Such tasks include, but are not limited to:

- Processing of data packets that lead to errors in the fast path and and generation of ICMP packets to inform the originating source of the packets
- Processing of routing protocol keep-alive messages from adjacent neighbors and sending of these messages to the neighboring routers
- Processing of incoming packets that carry route table updates and sending messages to neighboring routers when network topology changes
- Processing of packets pertaining to management protocols, such as SNMP, and the associated replies

These slow-path tasks are integrated so that they do not interfere with the fast-path mechanism. In other words, time-critical operations must have the highest priority under any circumstances. The fast path and slow path are identified in Figure 14.5. As shown in the figure, a packet using the fast path is processed only by the modules in the line cards as it traverses the router. On the other hand, a packet on the slow path is forwarded to the CPU, as many of the slow path tasks are implemented by the software running on it. Such an implementation is advantageous, as there is a clear separation between fast path and slow path. Consequently, there is no interference with the performance of packets on the fast path.
FIGURE 14.5 Router components.

In the figure, the route processor card is directly attached to the backplane, as are the line cards. The packets on the slow path from line cards are forwarded through this link to the CPU in the router processor card. The CPU dispatches them to the appropriate protocol handlers for processing. Similarly, the protocols running on the CPU can generate IP packets to be transmitted to the network. These are forwarded to the appropriate line card, as if they were from another line card. For these packets, the CPU needs to perform the route lookup; otherwise, it cannot deduce to which line card the packet needs to be forwarded. Therefore, the CPU needs to maintain its own routing table. Alternatively, instead of using a separate routing table, it can consult the master routing table of the router that it maintains.

Having delineated the distinction between fast path and slow path, the next logical question is: which router functions need to be implemented in the slow path, and which need to be implemented on the fast path? Many of the forwarding functions are typically implemented in the fast path, while the routing protocol and management functions are implemented in the slow path. However, for certain functions, it is not obvious how they should be implemented. In the following two sections, we will study in detail some of the fast path and slow path functions.

14.5.1 Fast Path Functions

In the fast path, the packets are processed and transferred from the ingress line card to the egress line card through the backplane. To achieve high speeds, the fast path functions are implemented in custom hardware, such as ASICs. While such custom implementations are less flexible, the increasing need for more packet processing at the router, and the relatively small changes in IP packet format, makes the custom hardware implementation attractive. Now let us examine some of the fast path operations in detail.
IP Header Processing

As soon as an IP packet enters a router, it is subjected to a set of validity checks to ensure that the packet is properly formed and the header is meaningful. Only well-formed packets can be further processed; otherwise the packet is discarded.

The processing begins with a verification of the protocol version, as routers can support either IPv4 or both IPv4 and IPv6. If the version number does not match, then the packet could be malformed. The second step is for the router to check whether the length of packet reported by the MAC or the link layer is at least the minimum legal length of an IP packet. This test ensures that the IP header is not truncated by the MAC layer and filters packets less than the minimum intended length. Next, for IPv4, the value of the IP header checksum must equal the calculated header checksum computed by the router.

The routers must decrement the TTL field in the IP header to prevent packets from getting caught in routing loops forever and consuming network resources. A packet destined for the local address of the router will be accepted by the router if it has zero or a positive value of TTL. On the other hand, the packets that are being forwarded by the router should have their TTL value decremented and checked whether the TTL value is positive, zero or negative. A positive value of TTL indicates that the packets have more life left and such packets are actually forwarded. The remaining packets that have a TTL value equal to or less than zero are discarded and an ICMP error message is sent to the original sender.

Since the TTL field has been modified, the IP header checksum must be recalculated. A naive approach is to compute the checksum over the entire IP packet again, which could be computationally expensive. An efficient method to compute the Internet checksum on the entire packet is described in RFC 1071 [89]. However, as the checksum algorithms exhibit the nice properties of being commutative and associative, it is possible to compute the checksum in an incremental fashion. Such an approach is attractive and computationally less intensive, which is vital because routers have to change the TTL field of every packet that they forward. A fast approach to incrementally update the checksum is described in RFC 1141 [444] (assuming the only change to the IP header is TTL).

Packet Forwarding

The function of packet forwarding is to determine on which network interface a packet needs to be transmitted out of the router. The forwarding engine module controls this function using a forwarding table. The forwarding table is a summary of the routing table created by the route control processor. The router extracts the destination IP address from an incoming packet and performs a lookup in the forwarding table to determine the next-hop IP address for the packet. This procedure also decides which output port and network interface should be used to send the packet. The result of the lookup could lead to three possibilities:

- **Local**: If the IP packet is destined for the router’s local IP addresses, it is delivered to the route control processor. For example, the destination for the packets carrying routing protocol keep alives and route updates is the router itself.
• **Unicast:** The packet needs to be delivered to a single output port on a network interface, either to a next-hop router or to the ultimate destination. In the latter case, the router is directly connected to the destination network.

• **Multicast:** The IP packet is delivered to a set of output ports on the same or different network interfaces, based on multicast group membership, which is maintained by the router.

As the volume of data traffic grows, routers are expected to forward more packets per second. Hence, the budget of time allowed per lookup gets reduced, and fast, efficient algorithms are required. Such algorithms are discussed in detail in Chapter 15.

**Packet Classification**

In addition to forwarding packets, the routers need to isolate different classes, or types, of IP traffic, based on information carried in the packet. Subsequently, depending on the type of IP traffic, an appropriate action is applied. This process of selectively identifying packets and applying the necessary actions according to certain rules is known as **packet classification**. A set of such rules is referred to as a **classifier**. A router should be capable of discriminating packets not only with the destination address, but also with the source address, source port, destination port, and protocol flags, commonly referred to as a **5-tuple**. The source and destination addresses identify the participating endpoints, the protocol flags identify the type of payload, and the source and destination ports identify the application (assuming the payload is TCP or UDP).

The packet classification function should be fast enough to keep up with the line rate. Hence, the algorithms for classification need to be fast and efficient. A detailed discussion of these algorithms and their complexities can be found in Chapter 16.

**Packet Queueing and Scheduling**

As routers keep forwarding packets, there can be an instance where multiple packets arriving on different ingress network interfaces need to be forwarded to the same egress network interface simultaneously. Such burstiness in the Internet traffic requires buffers which serve as a temporary waiting area for packets to queue up before transmission. The order in which they are transmitted is determined by various factors such as the service class the packet, the service guarantees associated with the class, etc.

Therefore, routers not only provide buffers but also require sophisticated scheduling function. The scheduling function prioritizes the traffic based on the bandwidth requirements and tolerable amount of delay by choosing the appropriate packet from these buffers. Without such options, packets simply line up and are transmitted in the order in which they are received (FIFO). Many data applications like file transfers and web browsing can tolerate some delay. However, for delay-sensitive applications such as VoIP, FIFO behavior is not clearly desirable. Chapter 22 discusses in detail various scheduling algorithms and their advantages and disadvantages.

When a network is congested, traffic arriving at the router could fill up its buffers, thereby dropping subsequent packets. If congestion could be detected before it actually occurs, proactive measures can be taken for prevention. Some of these measures include packet dropping when the occupancy of buffers reaches a predefined threshold. As the packet dropping func-
nation needs to determine whether a packet needs to be dropped, it is considered as a fast path function. Such congestion control mechanism are described in detail in Chapter 22.

### 14.5.2 Slow Path Operations

The packets following the slow path are partially processed by the ingress line card before forwarded to the CPU for further processing. Once the CPU completes processing, it directly sends those packet to the egress line card. Some of the slow path functions are highlighted below.

**ADDRESS RESOLUTION PROTOCOL PROCESSING**

When a packet needs to be sent on an egress interface, the router needs to determine the data link or the MAC address for the destination IP address or the next-hop IP address. This is because the network interface hardware on the router to which the packet needs to be forwarded understands only the addressing scheme of that physical network. Hence, a mechanism is needed to translate the IP address to a link-level address (for Ethernet, it is 48-bit MAC address). Once the link-level address is determined, the IP packet can be encapsulated in a frame that contains the link-level address and transmitted either to the ultimate destination or to the next-hop router.

A router that forwards IP packets to the destination address must either maintain these link-level addresses or dynamically discover them. The mechanism for discovering dynamically requires the use of address resolution protocol (ARP). ARP assumes that the underlying network supports link-level broadcasts and sends a query ARP request containing the IP address. When the ARP reply comes in from the host with the link-level address, it is maintained as a part of the forwarding table in the router. These entries are timed out periodically and removed and rediscovered again since the mappings change over time (possibly, the media card could have been changed).

When a packet needs to be forwarded, these link-level addresses are obtained as a result of the address lookup operation on the forwarding table along with the outgoing interface. Hence a router designer might choose to implement ARP processing in the fast path for two reasons; performance and the need for direct access to the physical network. Other designers might choose to implement ARP in the slow path, since it does not occur very frequently. When implemented in the slow path, an IP packet arriving in the router whose link-level address is not known is forwarded to the central CPU. The CPU initiates an ARP request and once the ARP reply arrives, the IP packet is forwarded. The CPU updates the forwarding tables in the line cards with the link-address for future packets.

Another variation of a slow path implementation is to initiate a link-level address request notification to the CPU from the line card. The CPU issues an ARP request and upon the arrival of the ARP reply, the CPU updates the forwarding table in the line cards with the link-level address for future packets. Meanwhile, the IP packet that triggered the notification is discarded.

**FRAGMENTATION AND REASSEMBLY**

Since a router connects disparate physical networks, there can be scenarios in which the message transfer unit (MTU) of one physical network is different from the other. When this happens, an incoming IP packet can be fragmented into small packets by the router if the output
port is incapable of carrying the packet with its original length, that is, the MTU of the output port is less than that of the input port. Thus fragmentation enables transparent connectivity even across physical networks with different MTU sizes. However, the downside of fragmentation is that it adds more complexity in the design of the router and reduces the overall data throughput since the entire IP packet needs to be retransmitted, even if a fragment is lost.

As the fast path is implemented in hardware in high-speed routers, adding support for fragmentation in hardware could be complex and expensive. The need to fragment packets is often an exceptional condition. When path MTU discovery is used, meaning that the smallest MTU size in a path is discovered before packet transmission, the need for fragmentation is very rare. Therefore, fragmentation is usually implemented in the slow path.

For further efficiency, fragmented packets transiting through a router are not reassembled, even if the output port is capable of supporting a higher MTU. The rationale is that it makes the design of the router complex, especially in the fast path, and the end system will be capable of reassembling it anyway. Implementing reassembly in the fast path requires handling of packets arriving out of order, detecting lost fragments and discarding the remaining fragments in the buffers. Such tasks are complex to implement in hardware. However, packets destined for the router should be reassembled and usually it is implemented in software. Fragment reassembly can consume substantial amounts of both CPU and memory resources. The percentage of packets sent to the router is normally quite low relative to the packets transiting through the router, which is another argument for fragmentation to be implemented in the slow path.

ADVANCED IP PROCESSING

Some of the advanced IP options include source routing, route recording, time stamping, and ICMP error generation. Source routing allows the sender of a packet to specify the route it should take to reach the destination. The main argument for implementing these functions in the slow path is that the packets requiring these functions are rare and can be handled as exceptional conditions. Hence, these packets can be processed in the control processor in the slow path.

For reporting errors about IP packets with invalid headers, the control processor can instruct the ingress network interface to discard the packet. Another alternative is to discard the packet in the fast path and send a notification to the control processor that generates an ICMP message. Some designers consider that it is more efficient to store templates of various errors in the forwarding engine, and then combine them with the IP header of the invalid packet to generate a valid ICMP message immediately.

14.6 Router Architectures

Many discussions in the literature about router architectures provide a historical perspective [365], [459], and [712]. Based on this, router architectures were classified as first generation, second generation, and so on. However, such a classification does not capture any information about commonalities, differences, and functionalities of different routers.

We present a new classification of router architectures that differs from the traditional classification. Our classification scheme is based on how the packet forwarding function is
implemented from the viewpoint of a line card. This classification was inspired by a similar scheme described in [176] and [672] in the context of parallel database systems. In the new scheme, the router architectures are broadly classified into the following:

- Shared CPU architectures
- Shared forwarding engine architectures
- Shared nothing architectures
- Clustered architectures.

Furthermore, each of these architectures can be considered as an instance of mapping various routing functional modules to architectural components. In the next few sections, we examine each of these architectures in detail.

### 14.6.1 Shared CPU Architectures

This architecture is built around a conventional computer architecture; a CPU with memory and multiple line cards are connected by a shared backplane. Each line card implements a network interface to provide connectivity to the external links. The CPU runs a commodity real-time operating system and implements the functional modules, including the forwarding engine, the queue manager, the traffic manager, and some parts of the network interface, especially L2/L3 processing logic in software. In addition, the same CPU also incorporates the functionality of the route control processor that implements the routing protocols, route table maintenance, and router management functions. All the line cards share the CPU for their forwarding function; hence, the name shared CPU architecture.

An instance of this architecture is illustrated in Figure 14.6. Note that the figure also captures the flow of a packet and each step is indicated by a number enclosed in a circle. When a packet arrives at the line card, it raises an interrupt to the CPU. The interrupt service routine schedules a transfer of the packet to the buffer memory through the shared backplane. Once the transfer is complete, the CPU extracts the headers of the packet and uses the forwarding table to determine the egress line card and the outgoing port. The packet is subsequently prioritized by the queue manager and shaped by traffic manager. Finally, the packet is transferred from the memory to the appropriate output port in the egress line card. As one can see, each packet is transferred twice over the shared backplane—once from the ingress line card to the shared CPU and once from the shared CPU to the egress line card.

While most cycles of the CPU are used for packet forwarding, it spares some of its cycles running the routing protocols. It periodically exchanges protocol keep alive messages with the neighbor routers; whenever a route change occurs it incrementally updates the routing table and the forwarding table. In addition, the CPU also executes management functions for configuring and administering the router. A significant design issue, in this architecture, is how the CPU divides its execution cycles between control path and data path software.

The main advantages of this architecture are the simplicity and the flexibility of implementation. However, the following bottlenecks present in the system limit the performance of this architecture.
Each packet entering the system has to traverse the CPU; thus, the limited number of CPU cycles results in a processing bottleneck.

The packet forwarding functions, such as forwarding table lookup, buffering and retrieval of the packet involve accessing memory. Due to mismatch in speed between memory and CPU, access to memory contributes to a larger amount of overhead. The memory access speeds have increased little over the last few years.

The shared backplane becomes a severe limiting factor as each packet has to traverse the backplane twice. This effectively reduces the throughput by a factor of two.

To summarize, the performance of this architecture depends heavily on the throughput of the shared backplane, the speed of the shared CPU, and the cost of memory access. Hence, this architecture does not scale well to meet increasing throughput requirements. However, for low-end access and enterprise routers, where the throughput requirements are less than 1 Gbps, this architecture is still used.

Assuming the CPU speed and the cost of memory access remain the same, the throughput of shared CPU architecture can be increased if the packet traverses the shared backplane once instead of twice. If the functionality of the forwarding engine can be offloaded to the line cards, the packets need to be transferred through the backplane only once (just to the egress line card). Such an architecture is shown in Figure 14.7. The basic idea is that caching the results of the route lookup in the line card allows many of the incoming packets to be transferred directly to the egress line card; thus increasing the throughput.
As shown in the figure, this architecture also consists of a CPU with buffer memory and line cards connected to a shared backplane. Unlike the previous architecture, more intelligence is added to the line cards, with processor, memory and forwarding caches. The CPU maintains the central forwarding table and the line cards cache a subset of the master forwarding table based on recently used routes. When a first packet from a new destination arrives in the line card, it is sent to the shared CPU, which looks up its route using the central forwarding table. The result of the lookup is then added to the forwarding cache in the ingress line card. This allows subsequent packet flows to the same destination match the cached route entry, and the packet is directly transferred to the egress line card.

Figure 14.7 identifies the flow of two different packets. The first, indicated by steps 1 through 11, shows the case when the destination address of the incoming packet is found in the forwarding cache. The second identifies the case when the search for the destination address fails in the forwarding cache and the central forwarding table in the CPU needs to be consulted, which is indicated by steps 12 through 27. Since cache memory is limited, the entries are discarded based on LRU (least recently used) or FIFO (first-in first-out) to make...
space for new entries. The cache entries are periodically aged out to keep the forwarding cache current and, in the case of a route change, immediately invalidated.

The advantage of this architecture is the increased throughput because the forwarding cache of frequently seen addresses in the line card allows to process packets locally most of the time. However, the throughput is, in fact, highly dependent on the incoming traffic. The traffic arriving at a core router is an aggregation of traffic from various users and hence it exhibits little cache locality. As a result, most of the packets have to be sent to the shared CPU for route lookup. Hence, there might be little increase in throughput compared to the shared CPU architecture without forwarding caches. The performance of this architecture can be improved by increasing the memory for storing forwarding cache to include the entire forwarding table. This is feasible as the cost of memory has substantially reduced. However, the shared backplane still presents a bottleneck. Due to these drawbacks, this architecture can neither scale to high-capacity links nor provide traffic pattern-independent throughput.

14.6.2 Shared Forwarding Engine Architectures

In the shared CPU architecture, we identified that the shared CPU is one of the major bottlenecks, as it is in the path of every packet flow. The shared forwarding engine architecture is an attempt to mitigate the bottleneck by offloading the functionality of the forwarding engine to a dedicated card called forwarding engine cards. Each forwarding engine card contains a dedicated processor executing the software for route lookup and memory for storing the forwarding table. With multiple such cards, many packets can be processed in parallel, which considerably scales the packet forwarding speed. The shared forwarding engine architectures were used in [38], [547] to build routers capable of forwarding gigabits per second.

In this architecture, multiple line cards are connected through a shared backplane through which the packets are transferred from one line card to another. Line cards and forwarding engine cards are connected through a separate shared backplane called forwarding backplane. The rationale behind using two different backplanes is to separate the data traffic from the traffic generated for the forwarding engine cards, thereby improving throughput. This architecture is shown in Figure 14.8, which also illustrates the packet flow. In the figure, the numbers enclosed in circles indicate the steps of packet processing in order.

When the ingress line card receives packets, the IP header is stripped and augmented with the packet context containing a identifying tag. The packet context and the IP header are sent to a forwarding engine through the forwarding backplane for IP header validation and route lookup. Since the forwarding engine is responsible for route lookup, sending only IP headers eliminates the unnecessary overhead of transferring the packet payload over the forwarding backplane.

While the forwarding engine is performing the lookup, the packet payload is buffered in the memory of the ingress line card. The result of route lookup determines the egress line card and the interface where the packet needs to be transmitted. This information is stored in the packet context which is followed by decrementing the TTL and updating the checksum in the IP header. The updated header along with the packet context containing the tag is sent to the ingress line card. Upon examining the packet context, the ingress line card transfers the packet from its buffer memory through the shared backplane to the egress line
Subsequently, it is queued in the buffer memory of the egress line card until the queue manager and traffic manager decide to transmit on the outgoing link.

The route control processor maintains the routing table by exchanging route update messages and computes the forwarding table. The forwarding table is propagated to all the forwarding engines when a new route is added or an existing route is updated or deleted. Since the forwarding table at the forwarding engines has the same contents, their consistency needs to be maintained.

Since there are multiple forwarding engines, multiple IP headers can be processed in parallel. This could lead to the situation where packets that arrived later might finish their route lookup earlier than the packets that entered the router earlier. Subsequently, these packets will depart from the router earlier, causing packet reordering. The routers need to maintain packet ordering as sequencing of packets in a TCP connection needs to be maintained, which otherwise can trigger retransmits and degrade the performance of the overall network.
The L2/L3 packet processing logic in the ingress line card removes the IP headers and assigns these headers to forwarding engines in a round robin fashion. To ensure packet ordering, the packet processing logic in egress interface also goes round robin, guaranteeing that packets are sent out in the order in which it is received.

The time required to process each packet depends on the actual load of the forwarding engine. Hence, instead of round robin, a better load-balancing algorithm that assigns each header to the lightly loaded forwarding engine can be used. To maintain packet ordering in a TCP connection, the load-balancing algorithm should assign individual TCP connections to forwarding engines rather than packets. All the packets belonging to the connection need to use the same forwarding engine. But there are scenarios in which, once a connection is assigned to a forwarding engine, the load could increase as it is hard to predict the packet arrivals for other connections after the load-balancing decision. This could lead to more packets being queued at the forwarding engine and cause delay. However, such scenarios could be minimized by increasing the number of forwarding engine cards, which increases the probability there will be a free forwarding engine when a new connection arrives. But this might not be cost effective. Furthermore, from design perspective, the line card should have the capability to recognize the packets that signal the start and end of a TCP connection and also needs to maintain state about which forwarding engine the connection has been assigned.

The main advantage of this architecture is the ability to scale to higher forwarding speeds. Another advantage of this architecture is that it provides flexibility; the forwarding engine cards can be added whenever needed so that the necessary forwarding speed can be achieved for high-speed core routers.

A key drawback is the use of a shared backplane that does not provide sufficient bandwidth for transmitting packets between line cards and limits the router throughput. Hence, in order to remove this bandwidth limitation, the shared backplane is replaced by a switched backplane. As a switched backplane has higher bandwidth, a separate forward backplane is not required. Instead, both the line cards and forwarding engine cards are directly connected to the switched backplane, thus providing a communication path in which each line card can reach any forwarding engine. The control processor is also attached to a switched backplane, which provides a path for updating the forwarding tables in the forwarding engine cards. It is shown in Figure 14.9. Such an architecture is used in the building of a multigigabit router described in [547].

14.6.3 Shared Nothing Architectures

With increasing link speeds, the architectures described so far are stretched to their limits. First, in the shared forwarding engine architecture, forwarding a packet requires traversing the backplane twice, irrespective of using two shared backplanes or a single switched backplane as shown in Figures 14.8 and 14.9. This reduces the available backplane bandwidth for forwarding packets. Second, the use of general-purpose processors in the forwarding engine cards further limits the number of packets that can be processed.

A closer look at the shared forwarding engine architecture indicates that the extra hop through the backplane can be eliminated if the forwarding engine is incorporated into the line card. As routers are dedicated systems not running any specific application tasks, offloading processing to line cards can increase the overall router performance. Further, more
processing power can be added by implementing each functional module in hardware such as high speed FPGA (field-programmable gate arrays) or ASICs (application-specific integrated circuits). To achieve high performance, these hardware components are interconnected by high-speed links embedded in the line card.

A shared nothing router architecture offloads all the packet forwarding functions to the line cards. The line cards implement these functions using custom hardware for high performance and do not share any of these components with other line cards. Hence, this architecture is named as shared nothing. Now since the line cards are capable of handling large number of packets, the backplane should be fast enough to handle aggregate input from all the line cards. Hence, this architecture employs switched backplanes, which makes this setup capable of multiple transfers simultaneously. An instance of this architecture is illustrated in Figure 14.10, which also depicts the packet flow.

As you can see from Figure 14.10, all the line cards are connected to a high-speed switched backplane. A packet enters the router through the network interface in the line card. It is subjected to L2/L3 processing logic, which peels off L2 header and creates a packet context. The L2/L3 processing logic appends L2 information such as source MAC and destination MAC to the packet context. In addition, the packet context is appended with the IP header of
the packet. The L2/L3 processing module deposits the packet payload to buffer memory and in parallel sends the packet context along with the header to the forwarding engine.

The forwarding engine consults the forwarding table for route lookup and determines the outgoing port and egress line card. In addition to route lookup, the forwarding engine classifies the packet into a service class based on the contents of the packet header. This service class information is stored in the packet context. Depending on the result of the route lookup, the packet is extracted from the buffer memory and transmitted to the egress line card through the switched backplane. The packet is received by the queue manager in the egress line card, which stores it in the buffer memory. Depending on the priority of the packet, it is scheduled for transmission to traffic manager. The traffic manager, based on the agreed rate of transmission, might delay the packet further or transmit it immediately on the appropriate egress interface.

The route control processor is implemented on a separate card using a general-purpose processor. In some of the architectures, this card is attached to the switched backplane for communicating to the line cards. In other architectures, a separate path for communicating to the line cards is implemented. The processor runs routing protocols and when a route

---

**Figure 14.10** Shared nothing architecture.
update occurs, the forwarding table is computed and propagated to the forwarding tables maintained in the line cards.

Many high-end routers from router vendors use this architecture. These routers have been demonstrated to achieve throughputs greater than 640 Gbps.

### 14.6.4 Clustered Architectures

One of the major limitations of routers using shared nothing architecture is the number of line cards that can be supported in a single chassis. Two factors affect this limitation. First, such routers are used in the core and at higher layers of aggregation where the number of links required is small but the bandwidth per link increases. Second, the packaging density possible within the racks used in central offices is limited to 19 inches (NEBS standards). In addition, a spacing of 1 inch is needed between line cards for air flow that limits the number of line cards to 16, assuming the line cards are being arranged vertically.

With the advent of dense wave-division multiplexing (DWDM) technology, each fiber can now contain many independent channels. The data rate on each channel can be as high as OC-48 (2.4 Gbps). These channels are separated and terminated by the router with one port per channel. Hence, support for a large number of ports is required. With each line card carrying only a fixed number of ports, a router needs to support large numbers of line cards.

For increasing the number of line cards and the aggregate system throughput, major vendors use a clustering approach. This approach uses multiple chassis-containing line cards connected to a central switch core, as shown in Figure 14.11. A variation of this approach is the use of multiple independent routers connected to a central switch core but function as a single router. In these architectures, the chassis-containing line cards are connected to the switch core.

FIGURE 14.11 Clustered router architecture with a central switch core (adapted from [569]).
core using very-high-speed optical links. A packet entering a network interface in a line card, depending on the result of route lookup, can be destined to a line card in the same chassis or a line card in a different chassis. In the latter case, the packet has to be forwarded through the switch core that sends it to the correct chassis. Once the packet reaches the chassis, it is forwarded through the appropriate egress line card.

The advantage of this architecture is the ability to incrementally add the line card chassis depending on the need. A disadvantage of this architecture is that the switch core is a single point of failure. Hence, for high-availability routers, a second switch core is needed that increases the cost.

### 14.7 Summary

In this chapter, we presented an overview of router architectures. We have pointed out the critical functions of a router. Certainly, the main function is to forward packets as efficiently as possible. In addition, a router must be able to support different routing protocols and must provide interface for network administrators to configure a number of tasks including which routing protocol(s) to invoke.

For different network sizes deployed and depending on whether deployed by an access provider, transit provider, or core Internet provider, routers are designed to be of different sizes and handling capability in terms of address lookup. As you can see, a single, general-purpose architecture does not fit all requirements. Broadly, we can classify routers into four categories, which we discussed in this chapter.

In subsequent chapters, we will be delving into more details about various components and functions of a routers, and the types of operations they are required to handle.

It is important to point out that discussions presented in this chapter have been for “pure” IP routers. Routers designed for multiprotocol label switching (MPLS), often referred to as MPLS routers, do require additional functionalities for tracking and management of labels, in addition to the typical functions already discussed; we will present MPLS router architecture later, when we cover MPLS (refer to Chapter 18).

### Further Lookup

In the past two decades, router architectures have seen tremendous changes, dictated by the exponential growth of the Internet. A good introduction to routing can be found in the white-paper from Juniper Networks [629]. The survey papers [46], [98] provide a detailed introduction to various router architectures. The requirements for different types of routers are described in [367]. A shorter introduction to the historical perspective of router and switch architectures can be found in [121], [459], and [712]. The tutorial on router architectures [294] provides an elegant introduction and discusses the advantages and disadvantages. Experiences about building a multibit gigabit router using shared forwarding engine architectures can be found in [547]. The best way to understand different types of routers (and their architectures) is to read products developed by various vendors. In this regard, we recommend that reader explore the web-sites of router vendors such as Cisco Systems (http://www.cisco.com/), Juniper Networks (http://www.juniper.net/), and Avici Systems (http://www.avici.com/).

We refer you to the chapters that follow (and the Further Lookup section in these chapters) for details about various elements and functions of routers.
Exercises

14.1. Review questions:

(a) What are the basic functions of a router?
(b) What fields in an IP packet header are typically changed for every incoming packet before it is being forwarded?
(c) Why is it important to distinguish between basic forwarding functions and complex forwarding functions?
(d) What are the key elements of a router?
(e) What is packet context? Why is it necessary?
(f) What is the difference between a shared and switched backplane?

14.2. Discuss the strengths and weaknesses of various router architectures presented in this chapter.

14.3. Give an argument why ARP processing should be in the fast path and not in the slow path.

14.4. How is shared nothing architecture different from shared forwarding engine architecture?

14.5. Investigate various router products from different vendors, and determine which of them fall into the four router architecture classifications presented in this chapter.

14.6. Refer to Exercise 14.5. Do you find any routers that do not fall into the classification presented in this chapter? Why do you think they do not fall into any of these classifications?
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IP Address Lookup Algorithms

I’m so fast that last night I turned off the light switch in my hotel room and was in bed before the room was dark.

Muhammad Ali

Reading Guideline

Address lookup is an important function of a router. At first, the need for address lookup is presented followed by why this function needs to be efficient. We then present a series of different approaches for address lookup; they are organized to capture different needs that must be addressed as the routing table size grows. This material assumes that the reader has some familiarity with data structures, notion of computational complexity, and hardware architecture.
The primary function of routers is to forward packets toward their final destination. To accomplish this, a router must decide for each incoming packet where to send it next. To be precise, the forwarding decision consists of two components: (1) finding the address of the next-hop router to forward the packet to, and (2) determining the egress interface through which the packet should be sent. This forwarding information, referred to as next-hop information, is stored in a forwarding table populated by information gathered from the routing protocols. This forwarding table is consulted using the packet’s destination address as the key. Such an operation is called an address lookup. Once the next-hop information is retrieved, the router can transfer the packet from the ingress interface to the egress interface.

There are four key factors that affect a routing system: link speeds, router data throughput, packet forwarding rates, and quick adaptation to routing changes. The link speeds and router data throughput have kept pace with the increase in traffic demands because of advances in fiber-optic cables and fast switching technology. However, the major challenge has been to increase the packet forwarding rates to keep up with the increased data rates. Even though the packet forwarding operation consists of other chores, such as updating time-to-live (TTL) fields, these are computationally inexpensive compared to the address lookup operation. The challenge, therefore, is to develop algorithms that can perform millions of address lookup operations per second. In this chapter, we look at such algorithms in detail.

### 15.1 Impact of Addressing on Lookup

The addressing architecture is of fundamental importance to the routing architecture and tracing its evolution will make it clear how it impacts the complexity of the lookup mechanism. As discussed earlier in Section 1.1, in the early days the Internet used a classful addressing scheme, known as Class A, Class B, and Class C addresses.

With the classful addressing scheme, the forwarding of packets is straightforward. Routers need to examine only the network part of the destination address to forward it to the destination. Thus, the forwarding table needs to store a single entry (the network part) for routing the packets destined to all the hosts attached to a given network. Such a technique is called address aggregation and uses prefixes to represent a group of addresses. As described earlier in Section 14.1.4, a forwarding table entry consists of a prefix, the next-hop address, and the outgoing interface. Finding the forwarding information requires searching the prefixes in the forwarding table for the one that matches the same set of bits in the destination address.

The lookup operation in a classful addressing scheme proceeds as shown in Figure 15.1. The forwarding table is organized into three separate tables: one for each of the three allowed lengths: 7 bits, 14 bits, and 21 bits for classes A, B and C, respectively. As shown in Figure 15.1, first the address class is determined from the first few bits of the destination address. Based on this information, one of the three tables is chosen to search. Meanwhile, the network part of the destination is extracted based on the class. Then the chosen table is searched for an exact match between the network part and the prefixes present in the table. The search for an exact match can be performed using well-known algorithms such as binary search or hashing.

The class-based addressing scheme worked well in the early years of the Internet. However, as the Internet started growing, this scheme presented two problems:
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- **Depletion of IP Address Space:** With only three different network sizes to choose from, the IP address space was not used efficiently and it was being exhausted very rapidly, since only a fraction of the addresses allocated was actually in use (approximately 1%). For example, a class B netid (good for $2^{16}$ hosts) had to be allocated to any organization with more than 254 hosts.

- **Exponential Growth of Routing Tables:** The route information stored in the forwarding tables of core IP routers grew in proportion to the number of networks. As a result, routing tables were growing exponentially. This led to higher lookup times on the processor and higher memory requirements in the routers.

In an attempt to allow more efficient use of IP address space and to slow down the exponential growth of forwarding tables in routers, a new scheme called **classless interdomain routing** (CIDR) was introduced [239]; see Section 1.3.3 for an introduction about CIDR.

### 15.1.1 Address Aggregation

Because of CIDR, address aggregation is possible so that a router can maintain one entry instead of its constituents before aggregation; however, sometimes it is not possible if an address block is missing. To understand aggregation and exception in aggregation, consider the following example.

**Example 15.1**  Address aggregation and exception in address aggregation.

First, we consider address aggregation. Assume that ISP1, a service provider, connects three customers—C1, C2, and C3—with the rest of the Internet; see Figure 15.2(a). ISP1 is, in turn, connected to some backbone provider through router R1. The backbone can also connect other service providers like ISP2. Assume that ISP1 owns IP prefix block 10.2.0.0/22 and partitions it among its customers. Let us say that prefix 10.2.1.0/24 has been allocated to C1, 10.2.2.0/24 to C2, and 10.2.3.0/24 to C3. Now the router in the backbone R1 needs to keep only a single forwarding table entry for IP prefix 10.2.0.0/22 that directs the traffic bound
FIGURE 15.2 Examples of (a) address aggregation, (b) exception in address aggregation.
to C1, C2, and C3 through router R3. As you can see, the hierarchical allocation of prefixes obviates the need for separate routing table entries for C1, C2, and C3 at router R1. In other words, the backbone routes the traffic bound for ISP1 to R3 and it is the responsibility of the routers within ISP1 to distinguish the traffic between C1, C2, and C3.

Next, assume that customer C2 would like to change its service provider from ISP1 to ISP2, but does not want to renumber its network. This is depicted in Figure 15.2(b). Now all the traffic in the backbone bound to prefix 10.2.0.0/22 would need to be directed to ISP1 except for prefix 10.2.2.0/24. We cannot perform aggregation as before at router R1 since there is a “hole” in the address space. This is called exception to address aggregation.

Example 15.1 demonstrates how route aggregation leads to a reduction in the size of backbone routing tables. A great deal of aggregation can be achieved if addresses are carefully assigned. However, in some situations, a few networks can interfere with the process of aggregation as we illustrated above. The question is: how can we accommodate such a hole? A straightforward solution is to deaggregate and increase the number of entries in the backbone router R1 to three, one for each of the customers. This is not desirable since the number of entries in the backbone will increase dramatically.

Can we come up with a solution that preserves the benefits of aggregation and still accommodates such exceptions? Yes, using the following. Keep the existing prefix 10.2.0.0/22 and add the exception prefix 10.2.2.0/24 to the forwarding table in router R1. The next-hop information for exception prefix will direct the traffic to router R2. This will result in only two entries in the forwarding table. Note, however, that some addresses will match both the entries because the prefixes overlap. To make the correct forwarding decision, routers must do more than look for an exact prefix match. Since exceptions in the aggregations may exist, it needs to find the most specific match that is the longest matching prefix. Now we are ready to define the longest prefix matching problem and describe why it is difficult.

### 15.2 Longest Prefix Matching

The problem of identifying the forwarding entry containing the longest prefix among all the prefixes matching the destination address of an incoming packet is defined as the longest matching prefix problem. This longest prefix is called the longest matching prefix. It is also referred to as the best matching prefix.

**Example 15.2** Identifying the longest matching prefix.

Consider the forwarding table at a router, as shown in Table 15.1. Each entry contains the prefix and the name of the outgoing interface. Entry 1 indicates that the packet matching

<table>
<thead>
<tr>
<th>Entry Number</th>
<th>Prefix</th>
<th>Next-Hop</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>98.1.1.1/24</td>
<td>eth3</td>
</tr>
<tr>
<td>2</td>
<td>171.1.0.0/16</td>
<td>s06</td>
</tr>
<tr>
<td>3</td>
<td>171.1.1.0/24</td>
<td>fe5</td>
</tr>
</tbody>
</table>
prefix 98.1.1.1/24 will go out on interface eth3. If the destination address of the incoming packet is 171.1.1.2, then it will match prefix 171.1.0.0/16 in entry 2 as well as 171.1.1.0/24 in entry 3. Since prefix 171.1.1.0/24 is the longest matching prefix, the packet will be forwarded on the outgoing interface fe5.

The difficulty of the longest prefix matching arises because of the following reasons. First, a destination IP address does not explicitly carry the netmask information when a packet traverses through. Second, the prefixes in the forwarding table against which the destination address needs to be matched can be of arbitrary lengths; this could be as a result of an arbitrary number of network aggregations. Thus, the search for the longest prefix not only requires determining the length of the longest matching prefix, but also involves finding the forwarding table entry containing the prefix of this length. To conclude, the adaptation of CIDR has made route lookups more complex than they were when the classful addressing scheme was used.

Throughout the rest of the chapter, we will be using the following two parameters:

\[
N = \text{Number of prefixes in a forwarding table}
\]

\[
W = \text{Maximum length of the prefixes in bits}
\]

Unless otherwise specified, we use the prefixes shown in Table 15.2 as a running example for various algorithms discussed in later sections. For ease of reading, this table is subsequently shown next to each figure that is associated with a specific lookup algorithm.

### 15.2.1 Trends, Observations, and Requirements

It is imperative for any algorithm designer to understand the requirements of the problem and how these requirements are expected to evolve. The basic requirements for the longest prefix matching include the following:

- **Lookup Speed**: Internet traffic measurements [696] show that roughly 50% of the packets that arrive at a router are TCP-acknowledgment packets, which are typically 40-byte packets. As a result, a router can be expected to receive a steady stream of such minimum size packets. Thus, the prefix lookup has to happen in the time it takes to forward a minimum-size packet (40 bytes), known as wire speed forwarding. At wire speed for-
warding, the amount of time that it takes for a lookup should not exceed 320 nanosec at 1 Gbps \((= 10^9 \text{ bps})\), which is computed as follows:

\[
\frac{40 \text{ bytes} \times 8 \text{ bits/byte}}{1 \times 10^9 \text{ bps}} = 320 \text{ nanosec}.
\]

Similarly, the lookup cannot exceed the budget time of 32 nanosec at 10 Gbps and 8 nanosec at 40 Gbps. The main bottleneck in achieving such high lookup speed is the cost of memory access. Thus, the lookup speed is measured in terms of the number of memory accesses.

- **Memory Usage:** The amount of memory consumed by the data structures of the algorithm is also important. Ideally, it should occupy as little memory as possible. A memory-efficient algorithm can effectively use the fast but small cache memory if implemented in software. On the other hand, hardware implementations allow the use of fast but expensive on-chip SRAM needed to achieve high speeds.

- **Scalability:** The algorithms are expected to scale both in speed and memory as the size of the forwarding table increases. While core routers presently contain as many as 200,000 prefixes, it is expected to increase to 500,000 to 1 million prefixes with the possible use of host routes and multicast routes. When routers are deployed in the real network, the service providers expect them to provide consistent and predictable performance despite the increase in routing table size. This is expected since a router needs to have a useful lifetime of at least five years to recuperate the return on investment.

- **Updatability:** It has been observed in practice that the route changes occur fairly frequently. Studies [387] show that core routers may receive bursts of these changes at rates varying from a few prefixes per second to a few hundred prefixes per second. Thus, the route changes require updating the forwarding table data structure, in the order of milliseconds or less. These requirements are still several orders of magnitude less than the lookup speed requirements. Nonetheless, it is important for an algorithm to support incremental updates.

To summarize, the important requirements of a lookup algorithm are speed, storage, update time, and scalability. We ideally require algorithms to perform well in the worst case. However, exploiting some of the following practical observations to improve the expected case is desirable.

- Most of the prefixes are 24 bits or less in core routers, while more than half are 24 bits (see Table 9.2).

- There are not very many prefixes that are prefixes of other prefixes. Practical observations show that the number of prefixes of a given prefix is at most seven.

These practical observations can be further exploited to come up with efficient schemes.
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The simplest algorithm for finding the best matching prefix is a linear search of prefixes. It uses an array in which the prefixes are stored in an unordered fashion. The search iterates through each prefix and compares it with the destination address. If a match occurs, it is remembered as the best match and the search continues. The best match is updated as the search walks through each prefix in the array. When the search terminates the last prefix remembered is the best matching prefix. The time complexity for such a search is $O(N)$. Linear search might be useful if there are very few prefixes to search; however, the search time degrades as $N$ becomes large.

Some researchers proposed the idea of route caching in conjunction with linear search to speed up the lookup time. A cache is a fast buffer for storing recently accessed data. The main use of the cache is to speed up subsequent access to the same data if there is a sufficient amount of locality in data access requests. The average time to access data is significantly reduced since access to cache takes significantly less time than access to SRAM or other storage media [293].

For lookup the cache stores the recently seen 32-bit destination addresses and the associated next-hop information. When a packet arrives at the router, the destination address is extracted and the route cache is consulted. If an entry exists in the cache, then the lookup operation is completed. Otherwise, the linear search discussed above is invoked and the result is cached, possibly replacing an existing entry. Such a caching scheme is effective only when there is locality in a stream of packets, i.e., a packet arrival implies another packet with the same destination address will arrive with high probability in the near future.

However, locality exhibited by flows in the backbone has been observed to be very poor [527]. This leads to a much lower cache hit ratio and degenerates to a linear search for every lookup. In summary, caching can be useful when used in conjunction with other algorithms, but that precludes the need for fast prefix lookups.

15.4 Binary Tries

The binary trie is the simplest of a class of algorithms that is tree-like. The term trie comes from “retrieval” and is pronounced “tree.” However, most often to verbally distinguish a trie from a general tree, it is pronounced as “try.” The trie data structure was first proposed in the context of file searching [169], [238].

A binary trie is a tree structure that allows a natural way to organize IP prefixes and uses the bits of prefixes to direct the branching. Each internal node in the tree can have zero, one, or two descendants. The left branch of a node is labeled 0 and the right branch is labeled 1. For instance, the binary trie for the prefixes in Table 15.2 is shown in Figure 15.3.

In a binary trie, a node $l$ represents a prefix formed by concatenating the labels of all the branches in the path from the root node to $l$. For example, the concatenated label along the path to node $P_2$ is 00001, which is the same as prefix $P_2$. Note that some of the nodes are shaded in gray while the remaining nodes are not. The gray-shaded nodes correspond to actual prefixes. These nodes contain the next-hop information or a pointer to it. As can be seen, prefixes can be either in the internal nodes or at the leaf nodes. Such a situation arises if there are exception prefixes in the prefix aggregation. For instance, in Figure 15.3, the prefixes $P_2$ and $P_3$ represent exceptions to prefix $P_1$. 
Let us try to understand this better. A complete binary trie represents all the 5-bit address space. Each leaf represents one possible address. We can see that the address space covered by \( P_1 \) overlaps the addresses of \( P_2 \) and \( P_3 \). Thus, prefixes \( P_2 \) and \( P_3 \) represent exceptions to prefix \( P_1 \) and refer to specific subintervals of the address space of prefix \( P_1 \). Is it possible to identify such exception prefixes by simply looking at the trie in Figure 15.3? Indeed, yes. Exception prefixes are always descendants of an aggregation prefix. In Figure 15.3, \( P_2 \) and \( P_3 \) are exceptions of prefix \( P_1 \) since they are its descendants.

### 15.4.1 Search and Update Operations

We have seen so far how the prefixes are organized in a trie. The next question is given a destination address, how do the search/insert/delete operations work? The search in the trie is guided by the bits of the destination address starting from the root node of the trie. At each node, the left or right branch is taken depending upon the inspection of the appropriate bit. While traversing the trie, we may come across gray-shaded nodes that contain the prefix information. The search needs to remember this prefix information since it is the longest match found so far. Finally, the search terminates when there are no more branches to be taken and the best matching prefix will be the last prefix remembered.

#### Example 15.3 Searching for the best matching prefix in a binary trie.

Consider searching the binary trie shown in Figure 15.3 for an address that begins with 001. The search starts at the root node of the trie and the first bit is examined. Since it is a 0, the search proceeds toward the left branch and encounters the node with the prefix \( P_1 \). We remember \( P_1 \) as the best matching prefix found so far. Then, we move left as the second address bit is another 0; the node encountered this time does not have a prefix, so \( P_1 \) remains the best matching prefix so far. Next, we examine the third bit, which is a 1, and leads to prefix \( P_3 \). Since \( P_3 \) is a better matching prefix than \( P_1 \), it is remembered. Now, \( P_3 \) is a leaf node and, thus, the search terminates and the prefix \( P_3 \) is declared the best matching prefix.
The insert and delete operations are also straightforward to implement in binary tries. The insert operation proceeds by using the same bit-by-bit search. Once the search arrives at a node with no further branch to proceed, the necessary nodes are created to represent the prefix.

**Example 15.4** Inserting prefixes in a binary trie.

Consider inserting prefixes 110 and 0110, referred to as $P_{10}$ and $P_{11}$, respectively, in the binary trie shown in Figure 15.3. Figure 15.4 illustrates the insertion of both the prefixes.

Since the first bit of $P_{10}$ is 1, the search moves to the right and reaches the gray node $P_4$. Now the second bit is examined, which again guides the search right. As the third bit is 0, there is no left branch to take and, thus, a new node $P_{10}$ is created and attached. The next-hop information for this prefix is stored in the node itself. Now consider inserting prefix $P_{11}$. After inspecting the bits, we find that there is no right branch to take on the node with prefix $P_1$. Thus, new nodes are added that create the path to prefix node $P_{11}$.

Similar to the insert operation, the deletion of a prefix starts by a search to locate the prefix to be deleted. Once the node containing the prefix is found, different operations are performed depending on the node type. If it is an internal node (gray node), then the node is unmarked, indicating there is no more prefix information on it. For example, to delete prefix $P_1$, simply unmark it, which is equivalent to removing the next-hop information or nullifying it. If the node to be deleted is a leaf node, all the one-child nodes leading to the leaf node might have to be deleted as well.

A binary trie is implemented using two entries per node: one entry for bit 0 and the other for bit 1. Each entry contains two fields, *nhop* that stores the next-hop information and *ptr* that stores the pointer to the subtrie. If next-hop information is not present, the field is set to null and, similarly, if the subtrie is not present the *ptr* field is set to null. Note that the prefix information itself is not stored in each node. This is because it can be derived based on the current bit position being examined in the address that is being looked up. The implemen-

![FIGURE 15.4 Inserting new prefixes in a binary trie.](image)
15.4 Binary Tries

Implementation of the binary trie shown in Figure 15.3 is shown in Figure 15.5, in which prefixes indicate the presence of next-hop information and the arrows indicate the presence of pointers to subtries.

Binary tries, in the worst case, during a search must traverse a number of trie nodes equal to the length of addresses; thus, the search complexity is $O(W)$. Inserting a prefix to a binary trie might require adding a sequence of $W$ nodes, and the worst case update complexity is $O(W)$. Similarly, for deletion the worst-case time complexity is $O(W)$. In terms of memory consumption, the complexity is $O(NW)$ since each prefix at most can have $W$ nodes. Note that some of the nodes are shared along the prefix paths and, thus, the upper bound might not be tight.

15.4.2 Path Compression

A binary trie can represent arbitrary-length prefixes but it has the characteristic that long sequences of one-child nodes may exist. Such long sequences are undesirable since the bits corresponding to those nodes would need to be examined even though no actual branching decision is made. This increases the search time more than necessary in some cases. Also, one-child nodes consume additional memory.

Now, assume the objective is to reduce the search time and reduce the memory space; what can we do about it? One possibility is not to involve any of the bits corresponding to one-child nodes during inspection. If they do not need to be inspected, then we can eliminate them as well. This is exactly the idea behind path compression. By collapsing the one-way branch nodes, path compression improves search time and consumes less memory space. However, additional information needs to be maintained in other nodes so that a search operation can be performed correctly. Path compression is derived from a scheme called PATRICIA [502]; PATRICIA was meant primarily for storing strings of characters and it did not support longest prefix matching. It was later adapted for longest prefix matching [645].
FIGURE 15.6 Path compressed trie data structure for the prefixes of Table 15.2.

Path compression applied to the binary trie in Figure 15.3 is shown in Figure 15.6. Observe that the nodes with prefixes $P_2$ and $P_3$ have moved up as immediate descendants of node $P_1$. The two nodes preceding $P_2$ in the binary trie have been removed since they are one-child nodes and redundant. Note that the node $P_2$, which was originally in the right branch of its parent, has moved as the left branch of $P_1$. This is because it is the only prefix in the entire left subtrie of node $P_1$. Note that prefix $P_3$, which was in the left branch of $P_1$ in the binary trie, has shifted to the right. The immediate descendant of $P_1$ in the binary trie can be eliminated and the decision of branching can be made at node $P_1$ itself. However, it requires extra information to be stored at node $P_1$—the bit number to be examined next in the prefix. Because one-child nodes are now removed, it is possible to jump directly to the bit where a significant decision needs to be made, thereby bypassing the inspection of some intermediate bits. In Figure 15.6, the bit numbers (or positions) that need to be examined are shown adjacent to the node enclosed in squares. Since one–child nodes are being removed, what will happen to the prefixes originally present in those nodes? They are simply moved to their nearest descendants. Hence, a list of prefixes needs to be maintained in some of the nodes.

A search in a path compressed trie proceeds in a manner similar to that in a binary trie by descending the tree under the guidance of the address bits. However, the search inspects only the bit positions indicated by the bit number in the nodes traversed. As a gray node (node with a prefix) is encountered, comparisons are performed with the actual prefix. These comparisons are necessary since the search can potentially skip some bits. If a match is found, the best matching prefix is remembered and the search proceeds further. The search ends when a leaf node has been reached or a mismatch is found.

Example 15.5 Search for the best matching prefix in a path compressed trie.

Consider the search for an address beginning with 001010 in the path compressed trie shown in Figure 15.6. The search starts with the root node. The node specifies that the bit number 1 needs to be examined. Since the first bit is 0, the search goes left and reaches the
prefix \( P_1 \) node. Now, we compare the prefix \( P_1 \) with the corresponding part of the address 0. Since they match, prefix \( P_1 \) is saved as the best matching prefix encountered so far. Now the bit number in node \( P_1 \) indicates that the third bit needs to be inspected, which guides the search to the right. Again, we check whether the prefix \( P_3 \) (001*) matches the corresponding part of the address (001010). Since they match and a leaf node is encountered, the search terminates and \( P_3 \) is the best matching prefix.

A path compressed trie has a search complexity of \( O(W) \) in the worst case. Remember path compression is effective on a sparse binary trie. In the case of prefix distribution that results in a dense binary trie, height reduction is less effective. Using similar arguments, we can infer that the update complexity in the worst case is \( O(W) \). Since path compressed tries are full binary tries, the total amount of memory required will be at most \( 2N - 1 \), with \( N \) for the leaf nodes and \( N - 1 \) for the internal nodes. Hence the space complexity is \( O(N) \). Thus, path compressed tries reduce the space requirements, but not the search complexity.

### 15.5 Multibit Tries

While binary tries can handle prefixes of arbitrary length easily, the search can be very slow since we examine one bit at a time. In the worst case, it requires 32 memory accesses for the 32-bit IPv4 address. If the cost of a memory access is 10 nanosec, the lookup will consume 320 nanosec. This translates to a maximum forwarding speed of 3.125 million packets per second (1/320 nanosec). At 40 bytes per packet, this can support an aggregate link speed of at most 1 Gbps. However, the increase in Internet traffic requires supporting aggregate link speeds as high as 40 Gbps. Clearly, sustaining such a high rate is not feasible with binary trie–based structures.

After closely examining the binary trie, we can ask: why restrict ourselves to only one bit at a time? Instead, examine multiple bits so that we can speed up the search by reducing the number of memory access. For instance, if we inspect 4 bits at a time, the search will finish in 8 memory accesses as compared to 32 memory accesses in a binary trie. This is the basic idea behind the multibit trie [661]. The number of bits to be inspected per step is called a stride. Strides can be either fixed-size or variable-size. A multibit trie is a trie structure that allows the inspection of bits in strides of several bits. Each node in the multibit trie has \( 2^k \) children where \( k \) is the stride. If all the nodes at the same level have the same stride size, we call it a fixed stride; otherwise, it is a variable stride.

As one can see, since multibit tries allow the data structure to be traversed in strides of several bits at a time, they cannot support prefixes of arbitrary lengths. To use a given multibit trie, a prefix must be transformed into an equivalent prefix of longer length to conform with the prefix lengths allowed by the structure. In the next section, we discuss some useful prefix transformation techniques that expand a prefix into an equivalent set of prefixes of longer lengths followed by a detailed discussion of various types of multibit tries.

#### 15.5.1 Prefix Transformations

An IP prefix associated with the next-hop information can be expressed as an equivalent set of prefixes with the same next-hop information after a series of transformations. Various types
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TABLE 15.3 Expansion of prefixes.

<table>
<thead>
<tr>
<th>Prefix</th>
<th>Value</th>
<th>Expanded Prefixes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>0*</td>
<td>000*, 010*, 011*</td>
</tr>
<tr>
<td>$P_2$</td>
<td>00001*</td>
<td>00001*</td>
</tr>
<tr>
<td>$P_3$</td>
<td>001*</td>
<td>001*</td>
</tr>
<tr>
<td>$P_4$</td>
<td>1*</td>
<td>100*, 101*, 110*</td>
</tr>
<tr>
<td>$P_5$</td>
<td>1000*</td>
<td>10000*, 10001*</td>
</tr>
<tr>
<td>$P_6$</td>
<td>1001*</td>
<td>10010*, 10011*</td>
</tr>
<tr>
<td>$P_7$</td>
<td>1010*</td>
<td>10100*, 10101*</td>
</tr>
<tr>
<td>$P_8$</td>
<td>1011*</td>
<td>10110*, 10111*</td>
</tr>
<tr>
<td>$P_9$</td>
<td>111*</td>
<td>111*</td>
</tr>
</tbody>
</table>

of transformation are possible but we restrict the discussion to the commonly used ones: prefix expansion and disjoint prefixes.

PREFIX EXPANSION

One of the most common prefix transformation techniques is prefix expansion. A prefix is said to be expanded if it is converted into several longer and more specific prefixes that cover the same range of addresses. For instance, consider the prefix 0*. The range of addresses covered by 0* can be also specified with the two prefixes 00* and 01*, or with the four prefixes 000*, 001*, 010*, and 011*.

Now the basic question is, how is this useful? If we do prefix expansion appropriately, a given set of prefixes of different lengths can be transformed into a set of prefixes that has fewer different lengths. Consider the set of prefixes in Table 15.3, which is the same set of prefixes shown in Table 15.2. These sets of prefixes have lengths ranging from 1 to 5 and have 4 distinct lengths. Now we want to transform these prefixes into an equivalent set with prefixes of lengths 3 and 2—two distinct lengths.

Prefix $P_1$ of length 1 cannot remain unchanged since the closest choice of length is 3. Hence we need to expand it into four equivalent prefixes of length 3. For the prefix 0*, some of the addresses will start with 000, 001, 010, and the rest will start with 011. Thus, the prefix 0* is equivalent to the union of four prefixes 000*, 001*, 010*, and 011*. Both of these prefixes will inherit the same next-hop information as the original prefix $P_1$. Similarly, we can expand prefix $P_3$ into two prefixes of length 5: 10000* and 10001*. Thus we can easily expand a prefix into multiple prefixes that are greater in length.

Now, by the same principle, if prefix $P_4$ is expanded into four prefixes 100*, 101*, 110*, and 111*, we find that prefix 111* already exists as prefix $P_9$. Since multiple copies of the same prefix are not desirable, we must break the tie somehow. In such cases, according to the longest matching rule, prefix $P_9$ is the correct choice during a search. In general, when a smaller length prefix is expanded in length and one of its expansions “collides” with an existing prefix, then we say the existing prefix captures the expansion prefix. In such cases, we simply get rid of the expansion prefix. In the example, we remove the expansion prefix 111* corresponding to $P_4$, since it has already been captured by the existing prefix $P_9$. The complete expanded prefixes are shown in the last column of Table 15.3.
15.5 Multibit Tries

**FIGURE 15.7** Disjoint prefix (leaf pushed) binary trie.

**DISJOINT PREFIXES**

As we have seen earlier, prefixes can overlap with each other. Furthermore, prefixes represent intervals of contiguous addresses. When two prefixes overlap, it means that one interval of addresses contains another interval of addresses. That is why an address lookup can match several prefixes. The longest prefix matching rule breaks the tie by choosing the prefix that matches as many bits as possible. Is it possible to avoid the longest prefix matching rule and still find the longest matching prefix? Indeed, it is.

The trick is to transform a given set of prefixes into a set of **disjoint prefixes**. In a disjoint set of prefixes, one prefix does not overlap with another. A trie used to represent disjoint prefixes will have prefixes at the leaf nodes and not at the internal nodes. Now, given a set of prefixes, how can you transform them into a set of disjoint prefixes? Construct a binary trie with the given set of prefixes. Now add leaf nodes to nodes that have only one child. These new leaf nodes represent new prefixes and they inherit forwarding information from the closest ancestor marked as a prefix. Then unmark the internal nodes containing the prefix.

The disjoint-prefix binary trie for the binary trie in Figure 15.3 is shown in Figure 15.7. Observe that new prefixes $P_{1a}$, $P_{1b}$, and $P_{1c}$ have been added. They inherit the next-hop information from the original prefix $P_1$. Similarly, prefix $P_{4a}$ inherits the next-hop information from prefix $P_4$. If an address lookup in the original binary trie ends up with prefix $P_1$ being the best match, then in the disjoint-prefix binary trie it will match $P_{1a}$, $P_{1b}$, or $P_{1c}$. Consider an example of looking up the prefix $01\ast$. In the original binary trie, the best matching prefix is $P_1$. In the disjoint-prefix binary trie, the search will end with $P_{1c}$. Since $P_{1c}$ has the same next-hop information as prefix $P_1$, the result will be equivalent. Since this transformation pushes all the prefixes in the internal nodes to the leaves, it is also known as **leaf pushing**.

15.5.2 Fixed Stride Multibit Trie

If all the nodes at the same level have the same stride size, then the multibit trie is called a **fixed stride multibit trie**. The fixed stride multibit trie, corresponding to the prefixes in Table 15.2, is
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FIGURE 15.8  Fixed stride multibit trie data structure for the prefixes of Table 15.2.

shown in Figure 15.8. The example multibit trie uses a stride of 3 bits and 2 bits for all nodes in level 1 and level 2, respectively.

As noted earlier, some of the prefixes might have to be expanded to the lengths supported by the trie structure. Here prefixes of lengths other than 3 and 5 should be transformed into prefixes of lengths 3 and 5. Applying prefix expansion, prefix $P_1$ is expanded into four prefixes $000*$, $001*$, $010*$, and $011*$ of length 3. One of the expanded prefixes $001*$ is the same as prefix $P_3$. What do we do about it? According to the prefix capture in Section 15.5.1, prefix $P_3$ captures the expanded prefix $001*$ of $P_1$ since it is more specific. In such cases, we have to retain the forwarding information of the existing prefix according to the longest matching rule. Now prefix $P_5$ of length 4 is expanded to two prefixes $1000*$ and $1001*$ of length 5. Similarly, prefixes $P_6$, $P_7$, and $P_8$ are expanded.

15.5.3 Search Algorithm

The search proceeds by breaking up the destination address into chunks that correspond to the strides at each level. Then these chunks are used to follow a path through the trie until there are no more branches to take. Each time a prefix is found at a node, it is remembered as the new best matching prefix seen so far. At the end, the last best matching prefix found is the correct one for the given address.

Example 15.6  Search for the best matching prefix in a fixed stride trie.

Consider searching for the best matching prefix for the address 100111 in the fixed stride trie shown in Figure 15.8. First, the address is divided into multiple chunks: a chunk made of the first 3 bits, 100, corresponds to level 1 of the trie; another chunk made of the next two bits, 11, corresponds to level 2 of the trie, and the last incomplete chunk consists of the remaining bits. Using the first chunk 100 at the root node leads to the prefix $P_4$ that is noted as the best matching prefix. Next, using the second chunk of 11 leads to the prefix $P_6$, which is updated to be the best matching prefix so far. Since the search cannot proceed further, the final answer is $P_6$. It can be seen that the number of memory accesses required is 2 as compared to 5 when using a binary trie for the same search.
Since a multibit trie is traversed in strides of \( k \) bits, the search time is bounded by \( O(W/k) \).

### 15.5.4 Update Algorithm

Before examining how updates work, let us examine the concept of a local best matching prefix in multibit tries. A multibit trie can be viewed as a tree of one-level subtries. For instance, in Figure 15.8, there is one subtrie at the first level and three subtries at the second level. The prefix expansion in a subtrie is nothing but actually computing the local best matching prefix for each node. The best matching prefix is *local* because it is computed from a subset of prefixes of the entire prefix set.

Consider again the example in Figure 15.8. In the subtrie at the first level we are interested in finding the best matching prefix among prefixes \( P_1, P_3, P_4, \) and \( P_9 \). For the leftmost subtrie at the second level the best matching prefix will be selected from only prefix \( P_2 \). Similarly, in the second subtrie at the second level, the best matching prefix is selected from the prefix set \( P_5 \) and \( P_6 \) while for the rightmost subtrie it is selected from prefixes \( P_7 \) and \( P_8 \). Thus, multibit tries divide the problem of finding a best matching prefix into smaller subproblems in which the local best matching prefixes are selected from among a subset of prefixes. This works out to the advantage of prefix updates as illustrated by the following example.

**Example 15.7** Inserting prefixes to a fixed stride trie.

Assume that we need to insert two prefixes, 1100* and 10111*, to the fixed stride shown in Figure 15.8. These prefixes are referred to as \( P_{10} \) and \( P_{11} \), respectively. Figure 15.9 illustrates the insertion of both prefixes \( P_{10} \) and \( P_{11} \). Let us start with the insertion of prefix \( P_{10} \) by dividing it into chunks 110 and 0*. We look up the root node using chunk 110, which leads to node \( P_4 \). Now we have the incomplete chunk 0* that needs to be expanded to 00* and 01* as the prefix length is 2 in the second level. Since \( P_4 \) does not have any children, we create four nodes as required for the second level and all of them are linked to \( P_4 \). The two nodes 00 and 01 are augmented with the prefix information \( P_{10} \) while the other two are not used. Note that only the subtrie rooted at \( P_4 \) has been affected, in this case creating the subtrie itself.
The insertion of prefix $P_{11}$ proceeds by dividing $P_{11}$ into chunks 101 and 11*. The search using these chunks leads to node $P_8$. Recall that prefix $P_8$ has been expanded to two prefixes, 10110* and 10111*. Now we compare the expanded prefix of $P_8$ and the new prefix $P_{11}$. We find that the best match is the new prefix $P_{11}$, which is of longer length. In other words, prefix $P_{11}$ captures prefix $P_8$. Hence we update the node with the new prefix and new prefix length. To distinguish such cases, the length of the original prefixes needs to be stored in every node. Again note that the update is restricted to only a single subtrie rooted at $P_4$.

Since inserting new prefixes might require prefix expansion, deletion becomes more complex. Deletion involves removing expanded prefixes and, more importantly, updating the entries with the next best matching prefix. The problem is that original prefixes are not actually stored in the trie. Suppose we insert prefixes 100*, 101*, and 110* into the trie in Figure 15.8. This will overwrite the expanded prefixes for $P_4$ and the original prefix $P_4$ will not exist. Later if the prefix 110* gets deleted, the old best matching prefix of $P_4$ needs to be restored. Hence these operations require maintaining an additional structure for the original prefixes. Typically, these structures are maintained in the route control processor.

These examples show that the operation of inserting or deleting a prefix involves only an update of one of the subtrees, since the best matching prefixes computed for each subtrie are independent of the other subtrees. In other words, prefix update is completely local. The stride of a subtrie determines an upper bound on the time in which the actual updates will occur. If the stride of the subtrie has $l$ bits, then at most $2^{l-1}$ nodes need to be modified. To illustrate this, consider the case of a prefix that has the last incomplete chunk of either 1* or 0*. If the stride on that subtrie is $l$ bits, then half of the nodes will start with 0 and the other half will start with 1. Hence the prefix and the next-hop information corresponding to the incomplete chunk have to be inserted in half of the nodes.

The complexity of insertion and deletion includes the time for search, which is $O(W/k)$ where $k$ is the size of the stride and the time to modify a maximum of $2^{k-1}$ entries. Thus, the update complexity is $O(W/k + 2^k)$. From the perspective of storage, a prefix might require the entire path of length $W/k$, and paths consists of one-level subtries of size $2^k$. Hence, the memory complexity is $O(2^kNW/k)$ and increases exponentially with $k$.

### 15.5.5 Implementation

A fixed stride trie is typically implemented using arrays for each trie node and linking them using pointers. The trie nodes at different levels will have different array sizes as determined by the stride at that level. If the stride at a level is $k$, then the size of the array required will be $2^k$. Each entry in the array consists of two fields: the field nhop contains the next-hop information and the field ptr contains the pointer to the subtrie, if any. The implementation of a fixed stride trie in Figure 15.8 is shown in Figure 15.10.

Since the stride at the first level is 3, we use an array containing $2^3 = 8$ elements for the first level. For the second level subtrees we use arrays of size $2^2 = 4$ elements as the stride is 2. The prefix used to index into the array is shown adjacent to each element and note that this information is not stored. The presence of prefix information in an element indicates that the field nhop is not empty and stores the next-hop information associated with that prefix. The arrows indicate that the field ptr is not empty and point to the subtrie. Note the waste
of space in the leftmost array in the second level that contains only prefix $P_2$; the rest of the three elements do not contain any information.

### 15.5.6 Choice of Strides

As we have seen earlier in the search algorithm, the number of memory accesses required, in the worst case, is bounded by the number of levels (alternatively referred to as the height) of the trie. The number of levels, in turn, is dependent on the size of the strides for each level. With large strides, the number of levels will be smaller as more bits are examined at each level. As a result, the number of memory accesses will be smaller. But at the same time, the amount of memory consumed will be larger. Hence the choice of strides represents a tradeoff between search speed and memory consumption. In the extreme case, using a single stride of size 32 bits, the search can be accomplished in one memory access, but the amount of memory consumed is rather large.

Generally, the number of levels of the trie is chosen depending on the desired lookup speed by the designer. For example, if the allowed budget time for a lookup is 30 nanosec and the speed of memory access is 10 nanosec, then the number of levels can be at most 3. It is clearly desirable that this constraint be satisfied with the least amount of memory possible. In other words, it is necessary to choose an optimal trie $T$ that has at most three levels for a given prefix set but still occupies minimum storage. A space-optimized trie is heavily dependent on the size of the strides and, thus, choosing an optimal set of strides is important; see [658] for a dynamic programming-based approach.

### 15.5.7 Variable Stride Multibit Trie

If the nodes at the same level have different stride size, then the multibit trie is called a variable stride multibit trie. An example of a variable stride multibit trie is shown in Figure 15.11. We can see that the subtrie at level 1 has a stride of 2 bits. Some subtries at level 2 have strides of 2 bits and the rest 1 bit. As in a fixed stride multibit trie, each node will have the same information in addition to the stride length. This is needed since the search algorithms need to know at every subtrie how many bits need to be examined. Algorithms for search and incremental updates are very similar to a fixed stride multibit trie.
15.6 Compressing Multibit Tries

The aggressive use of prefix expansion in multibit tries introduces several new prefixes. These new prefixes inherit the same next-hop information as that of the original prefix. Furthermore, the use of large strides creates a greater number of contiguous nodes that have the same best matching prefix. For instance, take a look at the implementation of the fixed stride trie in Figure 15.10. It shows, for example, that the prefixes $P_1$ and $P_4$ in the first level are replicated, which means their next-hop information is repeated. Such redundant information can be compressed, saving memory and at the same time making the search faster because of the smaller height of the trie. After compression, the entire data structure can even fit into an L1 cache, which further speeds up the search as the access times are an order of magnitude faster than SRAM. In the next few sections, we discuss various compression schemes for multibit tries using bitmaps and compressed arrays.

15.6.1 Level Compressed Tries

Multibit tries, as we saw earlier, use prefix expansion to reduce the number of levels in a trie; however, this is at the expense of increased storage space. This can be viewed alternatively as compressing the levels of the trie, which sometimes is referred to as level compression. A closer examination of multibit tries shows that space is especially wasted in the sparsely populated regions of the trie. For instance, consider the binary trie in Figure 15.3. The trie region containing the prefix $P_2$ is sparse as no other prefixes are nearby. Now examine the fixed stride multibit trie variant of the binary trie in Figure 15.8. The leftmost subtrie contains only one prefix ($P_2$) and the rest of the three locations are not used. Such sparse regions of a binary trie that contain long sequences of one-child nodes can be compressed by the technique called path compression discussed in Section 15.4.2. There is another trie-based scheme called level-compressed tries (LC-tries) that combines both path and level compression [529]. The main motivation behind this scheme is to reduce storage by ensuring that the resulting trie nodes do not contain empty locations.

The scheme starts with a binary trie and transforms it into an LC-trie in multiple steps. We illustrate this transformation using the binary trie shown in Figure 15.3. First, path compres-
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FIGURE 15.12 Identifying the paths to be compressed in the binary trie shown in Figure 15.3.

FIGURE 15.13 Identifying the levels to be compressed in the trie shown in Figure 15.12.

sion is applied as described in Section 15.4.2. This removes the sequences of internal nodes having one child. However, we need to keep track of the missing nodes somehow. A simple solution is to store a number called the skip value (s) in each node that indicates how many bits need to be skipped on the path. In Figure 15.12, we show that the sequences of nodes leading to $P_2$ and $P_9$ have only one child and hence are candidates for path compression. The path compressed trie is shown in Figure 15.13.

After path compression, level compression is used for compressing the parts of the binary trie that are densely populated. Instead of a node having two children, as in a binary trie, each internal node in a multibit trie is allowed to have $2^k$ children, where $k$ is called the
branching factor. The level compression is applied as follows. Every node \( n \) that is the root of a complete subtrie of maximum depth \( d \) is replaced by a corresponding one-level multibit subtrie. This process is repeated recursively on the children of the multibit trie thus obtained. Again, referring to Figure 15.13, we find that the trie rooted at the left child of node \( P_4 \) is a complete subtrie of depth 2. This trie can be replaced by a single-level multibit trie with four nodes as shown in Figure 15.14. The branching factor for the left child of node \( P_4 \) is 2, indicated by the number enclosed in a circle adjacent to the node. The rest of the internal nodes have a default branching factor of 1 and are not shown in Figure 15.13(a). The leaf nodes have a branching factor of 0.

Since at each step we replace several levels with a single-level multibit trie, this process can be viewed as the compression of levels of the original binary trie. Hence, the resultant trie is termed an LC-trie or simply an LC-trie. The main drawback of the scheme is that the structure of the binary trie determines the choice of strides at any given level without any regard for the height of the resulting multibit trie. This is because a subtrie of depth \( d \) can be substituted only if it contains all the \( 2^d \) leaves (a full binary subtrie). Hence, a few missing nodes might have a considerable negative influence on the efficacy of the level compression.

A simple optimization is to use a relaxed criterion where nearly complete binary tries are replaced with a multibit subtrie. In other words, if the nearly complete binary subtrie has a sufficient fraction of the \( 2^d \) trie at level \( d \), then it is replaced with a multibit subtrie of stride \( d \) pointing to \( 2^d \) nodes. The parameter that controls the fraction is referred to as the fill factor \( x \), \( 0 < x \leq 1 \). Such a relaxed criterion will decrease the depth of the trie but will introduce empty nodes into the trie. However, in practice, this scheme results in substantial time improvements with only a moderate increase in space.

For optimizing storage, LC-tries do not use the standard implementation technique that uses a set of child pointers at each internal node. Instead, an LC-trie is represented using a single array, and each trie node is an element in the array. An interested reader is encouraged to refer [529] for further details.
The LC-trie can be considered a special case of a variable stride trie. The algorithm for a variable stride trie using dynamic programming would indeed result in an LC-trie if it were the optimal solution for a given set of prefixes [658]. The worst-case time complexity for an LC-trie is \( O(W/k) \) and the space complexity is \( O(2^kNW/k) \), which are very similar to multibit tries.

### 15.6.2 Lulea Compressed Tries

Variable stride multibit tries and LC-tries attempt to reduce the height of the multibit tries by varying the stride. However, both schemes have problems. While variable stride multibit tries can be tuned for a shorter height to speed up the search, it is possible only at the expense of wasted memory due to the presence of empty locations in intermediate trie nodes. On the other hand, LC-tries choose strides such that the array locations in the trie node are completely filled without wasting any memory. However, it loses the flexibility to tune the height and consequently increases the height of the trie thereby making the search slower. The Lulea algorithm [173] uses fixed stride trie nodes of larger stride and employs bitmap compression to minimize storage. Using large strides in fixed stride multibit tries results in a greater number of contiguous nodes with the same best matching prefix and next-hop information. The Lulea algorithm takes advantage of this fact and compresses the redundant information using bitmaps, thereby reducing storage and still not incurring a high penalty in the search time. Before discussing the details of the algorithm, let us understand bitmap compression, using a simple example.

**Example 15.8  Compressing a prefix sequence.**

Consider the prefix sequence of \( A_1A_1A_1A_1A_2A_2A_3A_3A_1A_1A_4A_4A_4 \). This can be represented using the bitmap 1000101001000100, where bit 1 indicates the start of a new prefix in the sequence and 0 indicates repetition. This bitmap is referred to as a *bitarr*. This bitmap alone is not sufficient to get back the original sequence since it does not capture any prefix information. Hence, a compressed sequence \( A_1A_2A_3A_1A_4 \) of the original sequence called *valarr* needs to accompany *bitarr*.

To illustrate the concepts behind the Lulea algorithm, consider the fixed stride multibit trie in Figure 15.8 and its implementation in Figure 15.10. This trie has a stride of 3 for the first level and a stride of 2 for the second level. The implementation shows that some of the entries contain a prefix as well as a pointer to a subtrie. For instance, consider the first entry with prefix \( P_1 \). It contains the prefix information for \( P_1 \) and a pointer to the subtrie containing the prefix \( P_2 \). To minimize storage and make compression easier, each entry is allowed to contain either a prefix or a pointer but not both. Hence the prefixes in the intermediate nodes are pushed down to the trie leaves. The leaf nodes instead of a pointer store the next-hop information while the internal nodes just store pointers to children. Such a trie is referred to as a leaf pushed fixed stride multibit trie.

A leaf pushed fixed stride multibit trie for the trie shown in Figure 15.10 can be created as follows: prefix \( P_1 \) stored in the entry for 000 is pushed down to all the entries for 00, 10, and 11 in the subtrie while prefix \( P_2 \) in entry 01 is left intact. Prefix \( P_4 \) in entries 100 and 101
are redundant and, thus, is eliminated. After these operations, each entry in a node contains either a stored prefix or a pointer, but not both. The final leaf pushed fixed stride multibit trie is shown in Figure 15.15.

Now let us look at how the bitmap compression can be applied to a leaf pushed trie. Consider the root node that has the sequence of \((\text{ptr}(000), P_3, P_1, \text{ptr}(100), \text{ptr}(101), P_4, P_9)\), where \(\text{ptr}(xxx)\) represents the pointer stored in the entry \(xxx\). Once the repeated values are replaced by the first value, we get the new sequence \((\text{ptr}(000), P_3, P_1, -, \text{ptr}(100), \text{ptr}(101), P_4, P_9)\). The resulting \(\text{bitarr}\) is 1110111, which indicates the repeated value positions by 0 and the \(\text{valarr}\) contains the sequence \((\text{ptr}(000), P_3, P_1, \text{ptr}(100), \text{ptr}(101), P_4, P_9)\). The same process is repeated for all the subtries and the final compressed trie is shown in Figure 15.16, which shows both the \(\text{bitarr}\) and \(\text{valarr}\) for each node.

What is the maximum number of entries that can be in \(\text{valarr}\)? Assume that a trie node contains \(N\) prefixes. Each prefix represents a range of addresses. These \(N\) prefixes partition the entire address space into no more than \(2^N + 1\) disjoint subranges. Since each subrange
512
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can be represented by at most one compressed entry, there can be at most $2N + 1$ entries in the \textit{valarr}.

To analyze the space savings, assume that in a trie node array there are $M$ elements, each of size $W$ bits. Out of these $M$ elements, if only $S$ of them are distinct, then the total memory required is $M + SW$ bits. Directly storing the $M$ elements will require $MW$ bits. Now let us calculate the space savings between the leaf pushed trie and the Lulea compressed trie assuming the size of a prefix information and a pointer to the child is 32 bits each. Then the size of the root node of the leaf pushed trie in Figure 15.15 will be 256 bits ($8 \times 32$) and each child will be 128 bits ($= 4 \times 32$) long. Hence, the entire trie will require 640 bits ($= 256 + 3 \times 128$) of storage space.

Now let us consider the Lulea compressed trie in Figure 15.16. The root node will need 8 bits for \textit{bitarr} and 224 bits ($= 7 \times 32$) for \textit{valarr}. All the child nodes will need 4 bits each for their \textit{bitarr}. The leftmost child node will require 96 bits ($= 3 \times 32$) for \textit{valarr} and the other two child nodes will need 64 bits ($= 2 \times 32$) each for their \textit{valarr}. Hence the total space required is 468 bits ($= 8 + 224 + 4 \times 3 + 96 + 2 \times 64$), which represents a space savings of 172 bits. This space savings can be quite significant when very large strides are used.

\textbf{Search Algorithm}

The search algorithm starts with the root node and uses the same number of bits as the stride at the first level to index into its \textit{bitarr}. As the root trie node is compressed, the same index cannot be used to obtain the corresponding entry in \textit{valarr}. Instead, the index to the uncompressed \textit{bitarr} should be mapped to a different index in the compressed \textit{valarr}. This mapping requires counting the number of 1 bits occurring in \textit{bitarr} up to the indexed bit position. Then the count is used as the index into \textit{valarr} to fetch the corresponding entry. If the entry is a pointer, the search fetches and follows it. This process is repeated for each subsequent level until either a leaf or a null pointer is reached. Let us walk through an example to understand this clearly.

\textbf{Example 15.9 Searching in a Lulea compressed trie.}

Consider searching for an address starting with 10011 (Figure 15.16). If the root node had not been compressed as in Figure 15.15, then using the first 3 bits (because the stride is 3 at the first level), the search would have directly fetched the pointer $ptr(100)$, which could have taken into the second level. However, since the node is compressed, the first 3 bits 100 are used to index into $bitarr(R)$ of the root node. To access the corresponding pointer entry, the number of 1 bits in $bitarr(R)$ needs to be counted up to the indexed position 100. As the count is 4, the fourth element in $valarr(R)$ of the root node containing the pointer $ptr(100)$ needs to be fetched.

Using this pointer, the search proceeds to the second level. The stride at this level is 2 and hence the remaining two bits 11 of the address are used to index into $bitarr(Y)$. Since the bit at this position is zero, the search terminates, meaning that it has reached a leaf node containing the best matching prefix. However, to access it, the search needs to find the position where the prefix occurs in $valarr(Y)$. Hence the algorithm needs to count the number of 1 bits up to the bit position indexed by 11 in $bitarr(Y)$ and use the count to index into $valarr(Y)$ to find
the best matching prefix. The number of 1 bits is 2 and hence the second element in $valarr(Y)$ gives the correct result, $P_6$.

As can be seen, both steps require counting the number of 1 bits in $bitarr$ until a given position. In the following section, we discuss how to efficiently count the number of 1 bits in a large bitmap.

Counting the Number of 1 Bits

The original Lulea algorithm outlined in [173] used a fixed stride multibit trie of size 16, 8, and 8 for the first level, second level, and third level, respectively. As a result, for the first level, the algorithm requires a bitmap of size 64K. Obviously, naïve counting of such a large bitmap will be inefficient. Instead, the entire bitmap is divided into chunks of size 64 bits each and for each chunk the number of 1 bits is precomputed during trie construction. These precomputed counts are kept in a separate table called a summary table. An entry at position $k$ in the summary table includes the cumulative count of 1 bits of the bit sequence up to chunk $k - 1$.

The size of the summary table is small compared to the actual bitmap size. For a rough idea of the space savings, we need to know the maximum value of the count that needs to be stored in an entry in the summary table. This occurs when all the bits in the bitmap are set to 1 and this needs to be stored in the last entry of the summary table. For a bitmap of size 64K divided into chunks of size 64 bits, the maximum value of the count will be 65472 ($= 64 \times 1024 - 64$). This will require 16 bits of storage for each entry and hence a total of 16K bits ($= 16 \times 1024$) is required, which is 25% of the memory used by the bitmap itself.

Now counting the number of bits up to a given position $i$ in the bitmap consists of two steps. First, the chunk $j$ into which $i$ falls is computed as $j = \lfloor i / 64 \rfloor$. Second, the entry at position $j$ is accessed in the summary table. This gives the cumulative count of 1 bits in all chunks until $j - 1$. Finally, the bitmap chunk $j$ itself is retrieved and the number of 1 bits is counted up to position $i - j \times 64$. The sum of the two values gives the final count.

Example 15.10 Counting the number of 1 bits in a bitmap.

Let us try to count the number of 1 bits up to position $P$, which is the fourth bit located in chunk $X$ as illustrated in Figure 15.17. For illustration, we use 8-bit chunks as opposed to
the 64-bit chunks used in the algorithm. In Figure 15.17, the bitmap is laid out on top while the summary table is at the bottom. The first entry in the summary table is zero, the second entry has a count of 4 (because the bitmap in the first entry is 10010011, which has 4 bits set), and the third entry contains a count of 7 (the bitmap in the second entry 01010001 has 3-bit sets and this is added to the previous count of 4 for a cumulative count of 7). Note that the first entry is always zero.

To count the number of 1 bits up to position $P$, first the entry corresponding to chunk $X$ in the summary table is accessed to retrieve the count of the number of 1 bits up to chunk $X - 1$. For the sake of discussion, let us assume that this value is $\text{Count}[X - 1]$. Then we retrieve the actual chunk $X$ containing the bit sequence 01111000. Now the number of bits up to position 4 is counted. Since the first four bits of the sequence are 0111, the count is 3. Thus, the overall bit count until the desired position $P$ is given by $\text{Count}[X - 1] + 3$.

The choice of the chunk size presents a tradeoff between memory and speed. If the chunk size is the entire bitmap, then the bits have to be counted every time. This could incur substantial CPU cost that decreases the lookup speed. However, if the chunk size is 1 bit then a simple retrieval of the count from the summary table gives the intended result. However, the downside is that the summary table will be much larger than the original bitmap. With a bitmap of 64K entries, the summary table will require 1M bits (= $64 \times 1024 \times 16$).

Using the summary table during search requires at least three memory references: one for retrieving the appropriate entry from the summary table, another access for retrieving the actual chunk (depending on the chunk size and memory word size, it can be more than 1 memory accesses), and the final access for retrieving the element from $\text{valarr}$.

The Lulea algorithm applies the same optimization for next hops as well since the next-hops belonging to shorter prefixes will be at several consecutive locations. Because of such optimizations, the storage required by the Lulea algorithm is very compact. On a routing table with 38,816 prefixes, the compressed database size is 160 KB, which represents 4.2 bytes per prefix. Such compact storage can easily fit in the L1 cache of a conventional general-purpose processor or in an on-chip SRAM, a necessity for providing wire speed lookup at 40-Gbit speeds.

However, the optimizations made by the Lulea algorithm do introduce a few disadvantages. The counting of bits requires an additional memory access per node. The benefits of the optimization are heavily dependent on the structure of the forwarding table. Hence, predicting the worst-case storage requirements of the data structure as a function of prefixes is difficult. The implicit use of leaf pushing makes insertion inherently slow in the Lulea scheme. For instance, consider the insertion of a prefix to the root node entry that points to a subtrie containing thousands of leaf nodes. The next-hop information associated with the new prefix has to be pushed to thousands of leaf nodes and, furthermore, many entries in the summary table need to be updated, which could be slow. In the next section, we outline an algorithm that is as space efficient as Lulea but overcomes the incremental update problem by avoiding leaf pushing.

### 15.6.3 Tree Bitmap

The tree bitmap outlined in [198] is a fixed stride multibit trie algorithm that allows fast searches and uses storage comparable to the Lulea algorithm. However, the tree bitmap dif-
fers in one main aspect—the ability to allow fast insertions/updates. While fast lookups are
needed for wire speed forwarding, from a commercial router perspective, fast insertions and
modifications are clearly desirable. This is needed since the route updates/changes must
modify a few hundred prefixes a second.

As observed in the previous section, inserting and deleting prefixes in the Lulea scheme
require rebuilding the entire data structure. This is because the prefixes are expanded and
pushed to trie leaves. If the packets are to be forwarded nonstop (which is now a requisite
for a commercial router), we need to maintain two copies: one that is being used for lookups
and the other for building the new data structure for prefix insertions and updating. This
potentially doubles the memory requirements increasing the storage cost. In the case of im-
plementations using a fixed size on-chip SRAM that stores the entire prefix database, the
number of prefixes that can be stored is halved. The key to avoiding two copies and still al-
lowing fast insertions and deletions is to eliminate leaf pushing. The tree bitmap algorithm
achieves this by storing two bitmaps: one for pointers to the child and the other for prefixes.
The next section outlines the principles and optimizations used in the design of a tree bitmap.

DESIGN RATIONALE

The tree bitmap algorithm design considers that a multibit trie node is intended to serve two
purposes—one to direct the search to its child nodes and the other to retrieve the forward-
ing information corresponding to the best matching prefix that exists in the node. It further
emphasizes that these functions are distinct from each other. The design of the data structure
reflects this observation by using two bitmaps per trie node instead of a single bitmap as in
the Lulea algorithm. One bitmap used for storing internal prefixes belonging to that node is
referred to as a prefix bitmap and the other bitmap used for storing the pointers to children is
referred to as a pointer bitmap. Such a use of two bitmaps obviates leaf pushing, allowing fast
insertions and updates.

Furthermore, the tree bitmap attempts to reduce the number of child node pointers by
storing all the child nodes of a given trie node contiguously. As a result, only one pointer that
points to the beginning of this child node block needs to be stored in the trie node. Such an
optimization potentially reduces the number of required pointers by a factor of two compared
to standard multibit tries. An additional advantage is that it reduces the size of the trie nodes.
In such a scheme, the address for any child node can be computed efficiently using simple
arithmetic, assuming a fixed size for each child node.

The tree bitmap algorithm attempts to keep the trie nodes as small as possible to reduce
the size of a memory access for a given stride. A tree bitmap trie node is expected to contain
the pointer bitmap, the prefix bitmap, the base pointer to the child block, and the next-hop
information associated with the prefixes in the node. If the next-hop information is stored
along with the trie node, it would make the size of the trie node much larger. Instead, the
next-hop information is stored separately in an array associated with this node and a pointer
to the first element is stored in the trie node. Would storing next-hop information in a separate
array require two memory accesses per trie node: one for accessing the trie node and the other
to fetch the next-hop information? The algorithm gets around the problem by a simple lazy
evaluation strategy. It does not fetch the resulting next-hop information until the search is
terminated. Once the search ends, the desired node is fetched. This node carries the next-hop
Finally, a tree bitmap uses only one memory access per node. With burst-based memory technologies, the size of a single random access can be large as 32 bytes. If the entire trie node has to be accessed in a single memory access, it cannot be larger than the optimal memory burst sizes. The size of the trie node greatly depends on the stride size. Consider a stride size of 8 bits. The pointer bitmap will require 256 bits ($2^8$). The prefix bitmap will require 511 bits ($2^9 - 1$) since there are $2^9 - 1$ possible prefixes of length 8 or less. In addition, we need another 4 bytes for storing the base pointers to the child and next-hop information. Hence the size of the trie node is approximately 100 bytes ($(256 + 511 + 4 \times 8)/8$), which requires more than one memory access even with burst-based memory technologies. By using smaller strides, say 4 bits, the tree bitmap makes the bitmaps small enough that the entire node can be accessed in a single wide memory access. Use of small strides also keeps the update times bounded. Accessing the entire node includes both the bitmaps and the base pointers for the child and next-hop information. Since the bitmaps are smaller, special circuitry using combinatorial logic can be used to count the bits efficiently. This is unlike the Lulea algorithm, which requires at least two memory accesses because of large strides of 8 or 16 bits. Such large strides require a bitmap of larger size and necessitate the use of a separate summary table for counting, which must be accessed separately.

**Data Structure**

Consider the root node of the fixed stride multibit trie implementation shown in Figure 15.10. The corresponding tree bitmap node is shown in Figure 15.18. As discussed earlier, a tree
bitmap node consists of two bitmaps. The first bitmap shown vertically is the pointer bitmap, which indicates the position where child pointers exist. In Figure 15.18, this bitmap is referred to as ptrbitarr. It shows that pointers exist for entries 000, 100, and 101. These pointers correspond to three subtries rooted at the entries 000, 100, and 101 in Figure 15.10. Now instead of storing explicit child pointers in a separate array as in the Lulea scheme, the tree bitmap node stores a pointer to the first child trie node as one of the fields in ptrblk.

The second bitmap shown horizontally is the prefix bitmap. It stores a list of all the prefixes within the first 3 bits that belong to the node. This bitmap is different from the Lulea scheme because it has a bit assigned for all possible prefixes of 3 bits or less. The bitmap positions are assigned to the prefixes in the order of 1-bit prefixes followed by 2-bit prefixes and so on. A bit in the prefix bitmap is set if that prefix occurs within the trie node. As you can see in Figure 15.10, the root node contains the prefixes $P_1$, $P_3$, $P_4$ and $P_9$. Hence, the bit positions corresponding to prefixes $0^*$, $001^*$, $1^*$, and $111^*$ are set in the prefix bitmap.

The entire tree bitmap data structure for the fixed multibit trie in Figure 15.10 is shown in Figure 15.19.

**SEARCH ALGORITHM**

The search starts from the root trie node and using the same number of bits as the stride for the first level indexes into the pointer bitmap. Let us call this position $P$. If the bit in position $P$ is set, it implies that there is a valid child pointer that points to a subtrie. To obtain the value of the child pointer, the number of 1 bits in the pointer bitmap is counted up to the indexed position $P$. Assuming the count is $C$ and the base address to the child block in root trie node is $A$, the expression $A + (C - 1) \times S$ gives the value of the child pointer, where $S$ refers to the size of each child trie node.

Before following the child pointer to the next level, the search examines the prefix bitmap to determine if one or more prefixes match. The bits used to match these prefixes are the same set of bits used to index the pointer bitmap. For the sake of discussion, let us assume that these bits are 111. First, the bit corresponding to prefix 111* is examined at position 15. The bit is set, which indicates that it is the best matching prefix. If the bit had not been set, the last bit would be dropped and the prefix bitmap would be again searched for prefix 11*. If there is no 11* prefix, the algorithm continues and checks for prefix 1*. The reader might note that the search algorithm has to perform multiple iterations proportional to the number of bits in the prefix. If all these iterations have to be performed in $O(1)$ time, they need to be executed in parallel. In custom ASICs (application-specific integrated circuits), this can be accomplished using dedicated combinatorial logic circuits and a priority encoder that returns the longest matching prefix. This could easily scale even for bitmaps as large as 256 or 512 bits.

If a matched prefix is found in the prefix bitmap, the next-hop information corresponding to the prefix is not fetched immediately. Instead, the matched prefix position and pointer to the trie node are remembered and the search continues to descend using the computed child pointer. As the search advances to lower levels, if better matched prefixes are found, the remembered matching prefix position and the pointer to the trie node are updated. The search terminates when it encounters a bit that is zero in the child pointer bitmap, meaning there are no children to continue further. At this point, the pointer to the next-hop information corresponding to the last remembered best matching prefix is computed using its trie
15.6 Compressing Multibit Tries

**Figure 15.19** Tree bitmap data structure for the prefixes in Table 15.2.

node. This yields the desired result. For a better understanding of the search, let us look at an example.

**Example 15.11 Searching in a tree bitmap.**

Consider the search for the address beginning with 10011 in the tree bitmap data structure shown in Figure 15.19. The search first examines the pointer bitmap `ptrbitarr(R)` of the root node using the first three bits 100. Since the bit is set, the search needs to examine the child subtree. In the pointer bitmap, as it is the second bit set, the child pointer is computed as $\text{ptr} + (2 - 1) \times S = \text{ptr} + S$ where $\text{ptr}$ is the base address and $S$ is the size of the trie node.

Before continuing the search to the child subtree, the prefix bitmap `pfxbitarr(R)` is examined for matching prefixes. First, the entry corresponding to the first three bits of the address 100...
is examined. Since the bit is not set, there is no matching prefix, the search then drops the last bit and examines the entry 10. This indicates there is no match and the search continues to the entry 1. Since the bit is set, a prefix match has been found, the pointer to the next-hop information is computed (similar to the computation of child pointer). This next-hop information is not fetched and instead remembered as the best matching prefix so far.

Now the computed child pointer is used to fetch the child node $Y$. Using the last two bits of the address 11, the child bitmap $ptrbitarr(Y)$ is examined. Since the bit corresponding to entry 11 is not set, there is no more child subtrie to examine. The prefix bitmap $pfxbitarr(Y)$ is examined for the entry 11. As the bit is not set, there is no matching prefix and the search continues to entry 1. The bit is set indicating the presence of matching prefix $P_6$. This prefix is updated as the best matching prefix; the pointer to its next-hop information is computed and fetched, terminating the search.

The algorithms for inserting and updating in a tree bitmap are very similar to the same set of operations in a multibit trie without leaf pushing. Inserting a prefix could change the entire trie node. In such cases, a new node is created and the original contents are copied, after which the necessary modifications are made and then atomically linked to the original trie. Since child nodes have to be contiguous, the entire child block may have to be copied even though only one child might require modifications. Performance results [198] show that the tree bitmap scheme is comparable to the Lulea scheme in terms of the size of the data structure and speed of lookup, but also provides the advantage of fast insertions. The algorithm lends itself to implementations ranging from software to architectures using an on-chip SRAM.

15.7 Search by Length Algorithms

A closer look at the algorithms discussed so far indicates that the main difficulty in finding the longest matching prefix is due to the presence of dual dimensions: prefix length and value; for instance, Table 15.2 lists several prefixes of different lengths and values. These dimensions present alternatives for designers in their effort to develop new speedy algorithms that consume less memory. Based on these dimensions, the search for the longest matching prefix can be based on either values or lengths of the prefixes.

The search using the length dimension can be either linear or binary. To facilitate the search, the prefixes can be organized in two different ways on the length dimension. As we have seen earlier, one approach is to arrange the prefixes in a trie. Searching of the trie can be viewed as a sequential search on length. Examining the binary trie discussed in Section 15.4 indicates that first it searches prefixes of length 1, then on prefixes of length 2, and so on. Furthermore, the prefixes are organized in such a way that the search space is reduced as the trie is descended. Another possible approach for organizing the prefixes is to use a hash table for each distinct length and employ either a linear search or binary search on these tables to locate the best matching prefix. To simplify the discussion, let $L$ represent a sorted array in the increasing order of distinct prefix lengths. Each entry contains the length of the prefixes it represents and a pointer to the hash table that contains the actual prefixes. In the next few sections, we describe the linear and the binary search on $L$. 
15.7.1 Linear Search on Prefix Lengths

Since we need to look for the longest matching prefix, the search begins with the table containing the longest prefixes. If the destination address is \(D\) and the longest prefix is \(l\), the search extracts the first \(l\) bits and initiates a search in the hash table for length \(l\) entries. If an entry matches, then the search terminates since it is the best matching prefix. If not, the search moves to the first length smaller than \(l\), say \(l'\), such that \(L[l']\) is nonempty. Thus the search continues by examining the tables of decreasing prefix lengths until it either finds a match or runs out of lengths. In the worst case, this scheme needs to do a linear search among all distinct prefix lengths. Hence, it requires \(O(W)\) time, where \(W\) is the address length in bits. Assuming the hash function is perfect, then an IPv4 lookup will require as much as 32 memory accesses while an IPv6 lookup will require as much as 128 memory accesses. If the hash function is not perfect, which usually is the case in practice, each hash probe for the matching prefix might require more than a single memory access. In such cases, an IPv4 lookup could cost more than 32 memory accesses.

15.7.2 Binary Search on Prefix Lengths

While a linear search requires \(O(W)\) in the worst case, a better search strategy is to employ a binary search on the array \(L\), which is described in [727]. The binary search starts at the median prefix length and divides the search space (in this case, prefix lengths) in each step by half. At every step, the hash table associated with that length is searched. Based on the results of searching the hash table, the choice of the half on which to continue the search is determined. The result can be one of the values: found or not found. If a match occurred at length \(l\), then the search is directed to the half in which the lengths are strictly greater than \(l\) for a longer match. If no match was found at length \(l\), then the search is continued on the half in which the lengths are strictly less than \(l\).

![Figure 15.20: Prefix length tables.](image)

![Figure 15.21: Prefix length tables with markers.](image)
Let us try to develop the concepts behind the algorithm by considering an example. Consider the set of prefixes $P_1 = 1*$, $P_2 = 00*$, and $P_3 = 111*$ shown in Figure 15.20. For the address that begins with 111, the search starts with the hash table of length 2. As can be seen, the hash will not match and the search will continue to length 1. However, there is a longer matching prefix $P_3$ in the length 3 table. To direct the search toward the right half, a marker needs to be introduced if there is a potential longer match. Hence, the marker $11*$ is added to the length 2 table as shown in Figure 15.21. Note that the marker is shown in italics as $M(11*)$. Now revisiting the search for the address starting with 111, the marker in the length 2 table will indicate a match and the search will move to the length 3 table and find the correct prefix $P_3$. While markers direct the search toward tables greater than the median length for specific matches, they also ensure that the probe failures at the median length table rule out the need to examine tables of length greater than the median.

How do we know where these markers need to be added and, even if we did, how do we know how many of them will be needed? For any prefix $P$, the marker needs to be added at all lengths where the binary search makes a decision about the half on which to continue the search. Since at most $\log_2 W$ length tables will be traversed on any search, the number of markers needed for any prefix $P$ will be a maximum of $\log_2 W$.

The algorithm described so far is still not correct. This is because sometimes the markers can cause the search to follow false leads that may fail. Using the previous example, consider searching for an address starting with 110. The search starts at the length 2 table, which contains the prefix $P_2$ and the marker $11*$. Since the marker matches the address, the search is directed toward the length 3 table. However, the search fails in this table since the prefix $P_3$ does not match. But the correct best matching prefix is in the length 1 table, prefix $P_1$. In this case, the marker $11*$ that was needed to find $P_3$ misleads the search. Hence, the search has to backtrack and examine the entire left half, resulting in a linear search.

To ensure the search is still logarithmic, each marker $M$ in addition to its value is augmented to contain its best matching prefix, denoted by $bmp(M)$. This can be precomputed and stored during the time of the insertion of marker $M$ into its hash table. When the algorithm uses marker $M$ to continue the search for longer prefix lengths, it remembers $bmp(M)$. If the search on longer prefix lengths fails to produce anything interesting, then $bmp(M)$ is the answer, since it summarizes the results of backtracking. For the previous example, marker $11*$ is augmented with its $bmp$ information as $1*$, which is nothing but $P_1$. When the algorithm searches for the address starting with 110, it matches marker $11*$ in the length 2 table and remembers its $bmp$. Once the search fails in the length 3 table, the algorithm simply re-
turns the bmp of the last matched marker, in this case, \( P_1 \). The final set of prefix length tables is shown in Figure 15.22. Here \( bmp(11^\ast) \) is shown as bmp adjacent to marker \( M(11^\ast) \).

The binary search requires \( O(\log_2 W) \) time in the worst case. This assumes that the probes in a hash table for a given prefix consume only \( O(1) \) time. Hence, an IPv4 address requires five hash lookups in the worst case. However, in practice, it is expected to take only two memory accesses since the majority of the prefixes are either 16 or 24 bits. For IPv6 addresses that are 128 bits long, seven hash lookups will be required. The use of markers makes the update more complex. The complexity arises from precomputing the best matching prefix for each marker, which itself is a function of the prefixes of the marker. The addition or deletion of a prefix may change the best matching prefix for many of the markers that are longer than the prefix entry being added or deleted. Since the added or deleted prefix can potentially be a prefix of \( N - 1 \) longer entries, each of their \( \log_2 W \) markers needs to be updated and hence the complexity is \( O(N \log_2 W) \). The memory consumption is \( O(N \log_2 W) \) as each prefix might need \( \log_2 W \) markers.

The entire search data structure can be built using a simple algorithm. The algorithm takes as input a set of prefixes of different lengths and first determines the distinct prefix lengths. Using these distinct prefix lengths, the algorithm determines the sequence of length tables that the search needs to examine. Next, each prefix \( P \) is added into the corresponding table of length \( length(P) \). While adding the prefix \( P \), appropriate markers are also added into the tables of length \( L < length(P) \) that the search will visit. Using a separate binary trie, the best matching prefix for each marker \( M \) is determined and stored along with it.

### 15.8 Search by Value Approaches

Sequentially searching all the prefixes is the simplest method to find the best matching prefix as outlined in Section 15.3. While this approach is not scalable as \( N \) becomes large, the exhaustive search does get rid of the length dimension. Alternatively, it is possible to use a binary search on the prefix values that could perform better than an exhaustive search. In the next section, we outline an algorithm described in [395] that uses a binary search on prefix values encoded as ranges.

#### 15.8.1 Prefix Range Search

To find the longest matching prefix using a search on values requires the elimination of the length dimension. Since prefixes can be arbitrary lengths, one possible approach is to expand them such that all of them have a unique length. The addresses can be as long as 32 bits in the case of IPv4 and hence all the prefixes can be transformed into 32-bit length addresses. After transformation, the addresses are stored in a table in sorted order and a binary search on this table will find the longest prefix match. While this approach is simplistic, it requires a huge amount of memory as the number of entries in the table can be as much as \( 2^{32} \). Fortunately, it is not necessary to store every address of a prefix since a great deal of information is redundant. Let us see how.

A prefix, as we have seen earlier, represents a well-defined contiguous range or interval of addresses. For example, the prefix \( 11^\ast \) of a 5-bit length address represents the range of addresses in the interval \([11000, 11111]\). Hence, we can simply encode the prefix using the start and end of its interval. So the obvious question is why not just store these interval endpoints
Instead of every single address in the table? After all, the best matching prefix is the same for all the addresses in the interval. Now the problem of finding the best matching prefix is reduced to locating the endpoints of the interval containing the destination address. In other words, this requires identifying the greatest starting endpoint smaller than or equal to a given address. For example, if we consider the three intervals $[00100, 00111]$, $[10000, 10001]$, and $[11100, 11111]$, the address 00101 belongs to the interval $[00100, 00111]$ since the endpoint 00100 is the greatest endpoint that is smaller than the address.

Unfortunately, the aforementioned approach will not work since one prefix interval might include other prefix intervals. For instance, consider only the prefixes $P_1$, $P_2$, and $P_3$ of the running example from Table 15.2. The interval corresponding to prefix $P_1$ is $[00000, 01111]$, $P_2$ is $[00001, 00001]$, and $P_3$ is $[00100, 00111]$. Prefix $P_1$ contains the intervals of prefix $P_2$ and $P_3$. For the address 01000, the greatest starting endpoint that is closer is 00100 and this endpoint belongs to interval $[00100, 00111]$ of prefix $P_3$. However, as you can see, it is not the best matching prefix. The appropriate best matching prefix for address 01000 is associated with endpoint 00000 which belongs to interval $[00000, 01111]$ of prefix $P_1$. The solution is to avoid overlapping intervals by partitioning the space of addresses into disjoint intervals between consecutive endpoints. For $N$ prefixes, there will be a maximum of $2N + 1$ disjoint intervals, referred to as basic intervals. All the addresses that fall in a basic interval have the same best matching prefix. The basic intervals for prefixes $P_1$, $P_2$, and $P_3$ and their best matching prefixes are shown in Figure 15.23.

Using the endpoints of the basic intervals, the best matching prefix can be determined. However, a few of the basic intervals in Figure 15.23 do not have explicit endpoints (e.g., $I_2$ and $I_4$). This is due to the partitioning of a larger interval of a short prefix by smaller subintervals of longer prefixes. In such cases, the basic interval is associated with the closest endpoint to its left. Hence some endpoints are associated with two basic intervals, and thus endpoints are required to maintain two best matching prefixes denoted by $>$ and $=\!$. One for the interval they belong to and the other for the potential next basic interval.

The algorithm starts with the endpoints of the given prefixes, sorts them in ascending order, and builds a search table. Each entry in the table stores the endpoint and the next-hop information for the two best matching prefixes $>$ and $=\!$. The best matching prefixes for each entry are precomputed and stored in the table. The $>$ entry is used for addresses that are strictly greater than the endpoint and strictly less than the next endpoint in the sorted order. The $=\!$ entry is used for addresses that are exactly equal to the endpoint. The search table for
prefixes $P_1$, $P_2$, and $P_3$ and the ranges covered by the prefixes are shown in Figure 15.24, which actually shows the best matching prefixes instead of their next-hop information.

Consider the table entry for the endpoint 00001. This entry is associated with the basic intervals $I_1$ and $I_2$. This is because $I_2$ does not have an endpoint and hence it is associated with the endpoint to its left, i.e., 00001. For addresses strictly greater than 00001 but less than the next endpoint 00100, the best matching prefix is $P_1$, and hence it is stored in the $>$ pointer. On the other hand, for addresses strictly equal to 00001, the best matching prefix is $P_2$, which is stored in the $=$ pointer.

Now take a look at the entry for endpoint 00100. Unlike endpoint 00001, this entry is associated with a single basic interval $I_3$. Hence, for addresses strictly greater than 00100 but less than the next endpoint, the best matching prefix is $P_3$. Similarly, for addresses exactly equal to 00100, the best matching prefix is still $P_3$. Hence the pointers for $>$ and $=$ both contain prefix $P_3$.

**Example 15.12 Searching for the best matching prefix using prefix ranges.**

Let us try to find the best matching prefix for the address 00101 using the table shown in Figure 15.24. A binary search on the table for 00101 will terminate at the endpoint 00100 and since the address is greater than the endpoint 00100 and less than the next endpoint 00111, the $>$ pointer will be used and hence the best matching prefix is $P_3$. However, if we were to find a matching prefix for the address 00111, the binary search will end at the endpoint 00111. Since the address is equal to the endpoint, the $=$ pointer will be used to retrieve the best matching prefix $P_3$.

The number of entries in the table can be at most $2N$ since each of the $N$ prefixes can insert two endpoints. The table can be searched in $\log_2(2N)$ since at every step the binary search reduces the search space by half.

Another implementation can use a binary tree where each node contains the endpoint it represents and the next-hop information for the two best matching prefixes $<$ and $=$.
course, as in a binary tree, it needs to store pointers to the left subtree and right subtree as well. Again in this case, the worst-case time required is \(\log_2(2N)\). A further reduction in search time is possible with the use of a multiway search tree of higher radix such as B-trees used in fast retrieval of records in a large database [151]. Such trees reduce the height of the tree and make the search faster. In some sense, this is analogous to multibit tries as compared to binary tries. In a multiway tree, if the radix is \(k\), each internal node will contain \(k - 1\) keys and \(k\) branches. An astute reader will observe that a search within a node is required for the appropriate branch to follow. If the entire node requires multiple memory access, then it could be potentially expensive. However, if the size of the entire node is such that it can fit in an L1 cache, then the search time might be negligible. Alternatively, use of wider memory can fetch the entire node in a single access.

Since the algorithm precomputes the best matching prefix for each basic interval, inserting or deleting a single prefix might result in having to update the best matching prefix for many basic intervals. The shorter the prefix, the higher the number of best matching prefixes that will require recomputation because it spans multiple basic intervals. In the worst case, we might have to update the best matching prefixes for \(N\) basic intervals. This is the case when all \(2N\) endpoints are different and one prefix contains all the other prefixes.

Compared with trie-based algorithms, a binary search on prefix values is slower than the multibit tries. Further, the amount of storage it requires is higher than the multibit trie variants that employ compression. The hardware implementations of this scheme typically uses wider memory access and pipelining to make it faster.

15.9 Hardware Algorithms

The primary motivation for implementing lookups in hardware comes from the need for higher packet processing capacity driven by high Internet traffic growth. Such a growth leads to the development of faster interfaces that can support OC-192 and OC-768 speeds. At such high speeds, a software-based implementation using random access memory (RAM) is not fast enough. While the software implementations have the flexibility for later modifications, the need for such modifications is minimal. Since IPv4 is used so widely, disruptive modifications to addressing schemes or the best matching prefix mechanism seem unlikely in the near future.

15.9.1 RAM-Based Lookup

All the algorithms discussed in the previous sections use some form of RAM to store and retrieve their data structures. RAM supports the two major operations: writing a data item into a specific address and reading a data item from a given address. RAM can be used to perform the lookup in a single memory access if the destination address is used as a direct index (RAM address) into the memory. The data item stored in that address will be the next-hop information. For example, the IP address 172.12.180.20 can be directly used as an address to retrieve its next-hop information as shown in Figure 15.25.

Now the issue is, how large a memory will we need? The size of the RAM is determined by the number of bits in the destination address. In the case of IPv4, since the address contains 32 bits, 4 Gbytes \((2^{32} - 1)\) of RAM is needed. The number of prefixes and their corresponding next-hop information do not have an effect on the required size of the RAM. Even if there are
fewer prefixes for IPv4, we need the entire 4 Gbytes. The size of the RAM grows exponentially with the number of bits in the address, when used as a direct index. For IPv6, which uses 128 bits for the destination address, the size of the memory required becomes impractical.

Another problem in using RAM is that updates require modifying half of the memory in the worst case. Consider the deletion of prefix 0* in IPv4 lookup. It requires modifying $2^{31}$ memory locations with new next-hop information. Because of such large updates, schemes based on RAM-based lookup are not used in practice.

### 15.9.2 Ternary CAM-Based Lookup

Content-addressable memories (CAMs) provide a performance advantage over conventional RAM-based memory search algorithms by comparing the desired information against the prestored entries simultaneously. This results in an order of magnitude reduction in search time. Since CAMs are an outgrowth of RAM technology, they employ conventional memory (usually SRAM) with the additional circuitry for comparisons that enable search operations to complete in a single clock cycle.

In RAM, data are stored at a particular location called address. A user supplies the address in order to retrieve the data. With CAM, the user supplies the data and gets the address back. The CAM searches through the memory in one clock cycle and returns the address where the data are found. An obvious question is, how to store the data in the first place? Data can be transferred to or from a CAM without knowing the memory address. Binary data are automatically written to the next free location.

With CAMs, a longest prefix matching operation on a 32-bit IP address can be performed using exact match search in 32 separate CAMs. The incoming IP address is given as input to all the CAMs. The output of the CAMs indicating the results of the match is fed through a priority encoder, which picks the CAM that has the longest matching prefix. Such a solution is expensive both in terms of cost and complexity.

Hence, a more flexible type of CAM that enables comparisons of the input key with variable length elements is desirable. Ternary CAMs were introduced to address this need. While a binary CAM stores one of two states 0 and 1 for each bit in a memory location, a ternary CAM (TCAM) stores one of the three states 0, 1, and $X$ (don’t care) for each bit in a memory location. The don’t care state permits search operations beyond the exact match.
A TCAM stores an element as a pair: a **value** and a **bitmask**, where each of them is the same length. The value field stores the actual value of the prefix, and the bitmask field is used to denote the length of the prefix. Let us see how this works. If a prefix is $Y$ bits long, the most significant $Y$ bits of the value field are assigned the same value as that of the prefix, and the remaining bits are set to 0 or 1 or $X$. The most significant $Y$ bits of the bitmask field are set to 1 and the remaining bits are set to 0. Thus, the bitmask indicates which bits in the value field are relevant. For example, a prefix of 110* will be stored as (110XXX, 111000) assuming the elements are 6 bits long. The prefixes in Table 15.2 are stored in TCAM as shown in Figure 15.26. Note that the prefixes are stored in descending order of their lengths. An incoming key matches a stored element, if the bits of the value field for which the bitmask is 1 are identical to those in the incoming key.

Figure 15.27 illustrates how TCAM is used for longest prefix matching. The TCAM memory array stores the prefixes as value and bitmask pairs in decreasing order of prefix lengths. In Figure 15.27, $P_i$ represent the prefixes of length $i$. The memory array matches the input key with all the elements in parallel. An element consisting of value and bitmask matches the key if and only if it is a prefix of that key. The memory array indicates the matched elements by setting the corresponding bits in a bit vector (in Figure 15.27, it is matched_bitvector). The length of the bit vector is equal to the number of TCAM memory locations. This bit vector is input to a priority encoder that outputs the location of the lowest bit that is 1 in the bit vector. This location corresponds to the longest matching prefix and can be used as an index or as an address to access the SRAM containing the next-hop information.
Having seen how TCAM can achieve high packet lookup throughput, it is logical to wonder what prevents their wide spread usage in high-end routers. The main disadvantages are as follows:

- **High Cost and Density**: Each bit of storage in TCAM requires two bits: one for the value and the other for the bitmask. In addition, extra circuitry is required for handling the logic of “don’t cares.” Hence the number of transistors required is two or three times higher than the regular SRAM. As a consequence, the number of bits stored in a given chip area is lower for TCAM, thus leading to lower density.

- **Power Efficiency**: Since all the elements are searched in parallel for an incoming key, the circuitry corresponding to each row that stores an unmatched element draws the same amount of electric current as the one that contains the matching key. An incoming address matches at most one prefix for each distinct prefix length. Since this is a small percentage of the number of entries stored, a TCAM consumes a lot of power even for a normal operation. However, an SRAM in a normal operation requires electric current only for the element being accessed by the address.

Because of these disadvantages, TCAM is not extensively used. While TCAM provides fast lookup in a single memory cycle, the next section outlines an algorithm that uses SRAM/DRAM memory but bounds each lookup to a maximum of two memory cycles.

### 15.9.3 Multibit Tries in Hardware

The basic scheme proposed in [274] is motivated by the need for a fast lookup solution in inexpensive pipelined hardware. It uses a two-level multibit trie with fixed strides for each level. The first level uses a stride of 24 bits while the second level uses a stride of 8 bits. This scheme is based on the following two key observations:
• Most of the prefix entries in routing tables in core routers are 24 bits or less. This is attributed to the aggressive route aggregation at intermediate routers.

• The cost of memory continues to decline while the density of memory doubles every year. As a result of these diverging trends, a large amount of memory is available at low cost. This observation leads to a situation in which large amounts of memory are traded off for lookup speed.

Based on the first observation, if a first stride of 24 bits is used, then for most cases the best matching lookups can be found in one memory access. For prefixes longer than 24 bits, they are expanded to the second level consisting of 32 bits using the prefix expansion described in Section 15.5.1.

This scheme is very similar to the fixed stride multibit trie with two levels: the first level with a stride of 24 and the second level with a stride of 8. However, internal nodes are not allowed to store prefixes. Hence, if a prefix corresponds to an internal node, it will be expanded to the second level. In other words, the internal prefixes are pushed to the leaves. This is similar to the leaf pushed fixed stride multibit trie outlined in Section 15.6.2.

The scheme, as realized in hardware, uses two tables as shown in Figure 15.28. The first level of the multibit trie is implemented using table $T_1$ and stores all the route prefixes that are 24 bits long or less. This table has a total of $2^{24}$ entries, addressed from 0 to $2^{24} - 1$. An entry in this table can be either of two types: one contains the next-hop information and the other contains a pointer to the corresponding subtrie at the second level. Each entry is 2 bytes wide and hence the table needs a memory of 32 Mbytes. The first bit is used to determine whether the entry stores the next-hop information or a pointer to the second level subtrie. Hence, only 15 bits are used for storing a pointer or next-hop information.

Table $T_2$ implements the second level of the multibit trie and stores all the route prefixes longer than 24 bits. The amount of memory required for table $T_2$ depends on the number of such prefixes. In the worst case, each of these prefixes will need a subtrie at the second level. Since the stride for the second level is 8 bits, each subtrie will occupy as many as $2^8 = 256$ entries.
entries in table $T_2$. These entries store only the next-hop information. If the number of next-hop routers does not exceed 255, then the size of each entry just needs to be a byte. If table $T_2$ contains $2^{20}$ entries of 1 byte each (1 Mbyte in total), then a total of $2^{20}/256 = 4096$ subtries at the second level can be supported.

Given an arbitrary prefix $P$, first it is examined to determine if it less than or equal to 24 bits long. If $P$ is less than 24 bits, it is expanded into multiple prefixes of 24 bits each. For each entry in table $T_1$, addressed by these expanded prefixes, the first bit is set to zero to indicate that the rest of the bits contain the forwarding information. For example, prefix 172.25.0.0/16 will be expanded to a total of $2^{24-16} = 256$ prefixes ranging from 172.25.0.0 to 172.25.255.0. If $P$ is longer than 24 bits, it is expanded to prefixes of size 32 bits. The first bit of the entry in table $T_1$ addressed by the first 24 bits is set to one to indicate that it contains a pointer. The pointer gives the start offset into table $T_2$ where the next-hop information is stored.

Now let us see how a route lookup occurs for an incoming packet. The first 24 bits of the destination address are used to index into table $T_1$ and read the corresponding entry. If the first bit in the entry equals zero, the remaining bits describe the forwarding information. If the first bit is set to one, the pointer stored in the remaining bits is multiplied by 256 and the result is added to the last 8 bits of the incoming destination address. This value is used to index into table $T_2$ to retrieve the next-hop information. These operations can be implemented in hardware using concatenation and shifting of bits.

The major advantage of this scheme is speed. It requires a maximum of two memory accesses. Since the implementation is in hardware, the memory accesses can be pipelined or paralleled. As a result, the lookup operation on average takes one memory access time. Updates can be time consuming. This algorithm is in contrast to most of the other algorithms that seek to minimize the storage requirements of the data structure.

### 15.10 Comparing Different Approaches

Now that we have covered many algorithms, it will be useful to gain some insights about how these algorithms compare with each other. While the worst-case algorithmic complexities of the various schemes are known, an understanding of how they perform in real-life conditions will be useful.

Simple binary tries and path compressed tries are primarily used for software implementations. For example, BSD and Linux implementations use these algorithms for routing packets that originate from the application. Since these implementations are typically used in servers and desktop machines where the number of packets to be routed and the number of prefixes are very small, the need for fast lookups is not felt.

An LC-trie is a compacted version of a path compressed trie in which complete subtries are level compressed from the top down. It uses an array-based storage and hence incremental updates are expensive. Since the internal nodes do not contain any next-hop information, a failed search at the leaf requires examination of separate tables, which is inefficient.

The Lulea scheme use multibit tries, but the wasted space in the trie nodes is compressed using bitmaps. Because of compression, the forwarding data structure is very compact, which fits the entire data structure in a cache, and hence lookup times are fast. But the updates are very slow due to compression and leaf pushing. However, the tree bitmap algorithm, by avoiding leaf pushing, provides guaranteed fast update times. Furthermore, the lookup
speed and the size of the compressed forwarding data structure are still comparable to Lulea. Also the tree bitmap scheme provides sufficient flexibility for adapting the implementation to various memory architectures. Because of such attractive features, it is implemented by commercial router vendors.

The binary search on prefix lengths scales very well to IPv6 addresses that are 128 bits long. However, the main disadvantage is the use of hashing, which introduces nondeterminism, and hence there is no guarantee on worst case lookup times. Further implementing hash tables in hardware is tricky. Hence, it is better suited to implementation in software, and a few vendors have already done so. Incremental updates can be slow as they are more complex due to the use of markers.

The binary search on prefix ranges provides reasonably fast lookup performance and consumes only a reasonable amount of storage. Further improvement in lookup times can be made through the use of multiway branches, wider memory, and pipelined implementation. As the best matching prefixes are precomputed a priori for each interval, updates can be slow. In the worst case, the best matching prefix needs to be computed for all the intervals. However, the major advantage is that this algorithm is patent free and can be used without any encumbrance.

15.11 Summary

With the explosive growth of Internet traffic, routers, particularly in the core of the Internet, need to be efficient in the address lookup operation so that many packets they see can be handled extremely quickly. The forwarding capacity of a router is highly dependent on how quickly it can determine to which egress interface to transfer the packet, also known as address lookup. In this chapter, we presented various algorithms for fast IP address lookup. We first examined the requirements of these algorithms: lookup speed, memory usage, scalability, and updatability.

We started with naïve algorithms such as linear search and caching followed by trie-based algorithms with an emphasis on binary tries and multibit tries. We then studied different variants of multibit tries and their advantages and disadvantages. We briefly touched upon the taxonomy of IP lookup algorithms based on length and value dimensions. Based on this taxonomy, we described two algorithms that are variants of the binary search. We also looked in detail some of the hardware algorithms. Ultimately, the choice of the algorithm for fast lookup depends on the performance and cost constraints. Finally, note that essentially all algorithms discussed in this chapter are applicable to either IPv4 or IPv6 addressing; certainly, because of CIDR, many are tuned specifically for IPv4 addressing. Furthermore, some of the hardware-based approaches are bit specific and thus are typically designed for IPv4 addressing. Nevertheless, various impacts due to 32-bit or 128-bit addressing have been pointed out throughout the chapter.

Further Lookup

An excellent introduction to the IP address lookup problem can be found in [273], [658]. Various requirements and the metrics used to evaluate the algorithms are discussed in length in [273]. A detailed survey of the lookup algorithms and a comparative study of their performance in terms of lookup speed, scalability, and updatability can be found in [611]. Varghese
[712, Chapter 11] provides an excellent coverage of various algorithms and implementation insights.

The Patricia trie scheme [502] implemented in BSD unix is described in [645]. A dynamic prefix trie data structure, a variant of Patricia tries, that simplifies deletion and avoids recursive backtracking can be found in [180]. A lookup scheme based on the idea of caching is proposed in [133]. It uses a software scheme and integrates the lookup cache with the processor cache resulting in high speeds.

The idea of multi-ary tries has been discussed in [370] and [624] in a general context. However, detailed exposition of multi-ary tries under the context of prefixes and routing can be found in [661], who also describe the dynamic programming algorithms for fixed stride tries and variable stride tries that compute the optimal sequence of strides given a set of prefixes and the number of levels desired. Faster algorithms for the same purpose are proposed in [616] and [617] for fixed stride multibit tries and variable stride multibit tries, respectively. An algorithm that exploits the hierarchical structure of the memory in a system to speed up route lookups is described in [131]. Level-compressed tries that combine path compression and level compression were introduced in [529]. A modified version of an LC-trie that stores the internal node prefixes in the array storage representation is discussed in [586]. The Lulea algorithm, which attempts to minimize the storage requirements for the lookup data structure, is proposed in [173]. The tree bitmap algorithm is described in detail [198]. It also proposes quite a few optimizations that allows the memory access width of the algorithm at the cost of memory references. Another lookup algorithm that uses run length encoding instead of bitmap to efficiently compress the routing table is described in [159].

A binary search on prefix lengths is presented in [727] and various refinements to the basic scheme are proposed in [726]. In addition, [726] also presents algorithms that precompute the route lookup data structures used for searching. A binary search on intervals represented by prefixes is proposed in [395]. Several fast routing table lookup solutions based on binary and ternary CAMs are examined in detail [453]. Novel ideas for reducing power consumption in TCAMs are discussed in [760]. Hardware implementation of multibit tries that trades memory for fast lookups is described in [274].

**Exercises**

15.1. Review questions:
   (a) What are the main differences between classful addressing scheme and CIDR?
   (b) Explain why longest prefix match is important and define, in your words, the longest prefix matching problem.
   (c) What are the primary metrics of performance for evaluating a longest prefix matching algorithm?
   (d) What is the main difference between a binary trie and multibit trie?
   (e) What is prefix expansion and why is it required?

15.2. What is the maximum time allowed for a lookup in a router to sustain a data rate of 20 Gbps with an average packet size of 100 bytes? Assume that the router requires 15 ns per packet for other operations in the packet.
15.3. For the prefixes in Table 15.4, construct a binary trie. Assuming each node in the binary trie requires a memory access, how many memory accesses will be required in the worst case during the search?

15.4. For the prefixes in Table 15.4, construct a path compressed trie. In this trie, how many memory accesses will be needed for looking up the 8-bit addresses 10011000 and 10100011? Do you see any improvement compared with the binary trie?

15.5. Draw a fixed stride multibit trie using the prefixes shown in Table 15.4. How many memory accesses will be required for the 8-bit addresses 10011000 and 10100011?

15.6. For the fixed stride multibit trie shown in Exercise 15.5, how much memory will be required to implement? Assume that the next hop and pointer require 4 bytes each.

15.7. Can you draw the implementation of leaf pushed fixed stride multibit trie for the trie in Exercise 15.5? Assuming that the next-hop and pointer require 4 bytes each, how much memory will it require? Does it require any extra information?

15.8. For the prefixes in Table 15.4, construct a Lulea compressed trie clearly indicating the `valarr` and `bitarr` for each node. Use a stride of 3 at the first level, and a stride of 2 for the second and the third levels.

15.9. Construct a tree bitmap for the prefixes shown in Table 15.4. Use a stride of 2 for the first level, a stride of 3 for the second level, and a stride of 2 for the third level.

15.10. Can you outline an efficient approach for counting the number of 1 bits in a bitmap of size 8? Can you extend it to bitmap of sizes 16, 24, 32, and so on? Can you observe what is the tradeoff?
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Logic will get you from A to B. Imagination will take you everywhere.

Albert Einstein

Reading Guideline

A critical need in packet filtering and classification is consideration of algorithms that are efficient. However, different algorithms are appropriate for different scenarios. This chapter discusses algorithms of various complexity, pointing out their pros and cons, and explaining why certain algorithms may be more appropriate for one situation compared to another. The efficiency of an algorithm comes from trading off time, space, and sometimes data structures considered for implementation. Thus, some prior knowledge of computational complexity and data structure is helpful in understanding some of the details. The material starts with a discussion of naïve approaches, with increasingly complex approaches presented as the chapter progresses.
Because of the cost benefits of the Internet, it has been put to use for mission-critical functions executed by business organizations. Such users do not want their critical activities to be affected either by higher traffic sent by other organizations or by malicious intruders. As a result, some are willing to pay a premium price in return for better service from the network. At the same time, to differentiate themselves and maximize their revenue, commercial Internet service providers (ISPs) are looking for ways to share their IP network infrastructure to provide different levels of service, based on user requirements, at different prices.

To provide such differentiated services, service providers need mechanisms to identify and isolate packets from specific customers that provide customizable performance and bandwidth in accordance with customer requirements and pricing. Further, service providers must be able to route a packet not only based on the destination address or the shortest path to it, but also based on service level agreements (SLAs) between service providers or between a service provider and a customer. For a brief description of SLAs, see Section 23.10.

The forwarding engine needs to examine packet fields other than the destination address to identify the context of the packets and perform additional processing or actions for satisfying user requirements. Such actions might include dropping of the unauthorized packets, encrypting highly secure packets, prioritizing by special queueing, and scheduling. This process of differentiating packets is called packet classification and sometimes packet filtering.

In this chapter, we focus on the algorithms for efficient packet classification.

16.1 Importance of Packet Classification

To illustrate the importance of packet classification, let us consider a few examples of how it can be used by an ISP to provide differential services. Consider the network shown in Figure 16.1. It shows an ISP (ISP1) serving three business customers, C1, C2, and C3, and another ISP (ISP2) that in turn serves the business customer C4 and a residential customer C5. Some of the following services provided by ISP1 require support for packet classification:

- **Providing preferential treatment for different types of traffic:** To provide different service guarantees for different types of traffic, an ISP might maintain different paths through the network for the same source and destination addresses, say, one for high-speed and real-time traffic and the other for the data traffic. For instance, all the video conference traffic originating from C2 and destined for C3 can be routed through a path that supports real-time traffic so that jitter is minimized. Hence, router R2 needs to distinguish video traffic from other types of traffic from C2.

- **Flexibility in accounting and billing:** An ISP needs flexible accounting and billing based on the traffic type so that different traffic can be charged at different prices. Voice over IP (VoIP) traffic is typically charged a higher price as compared to regular data traffic because of the delay and jitter guarantees required in delivering it. Such pricing models must distinguish one traffic type from the other as a basic primitive. For instance, in router R2, ISP1 needs to identify the VoIP traffic packets from C2 and collect packet and byte statistics so that customer C2 can be charged appropriately.

- **Managing customer expectations:** Consider an example in which ISP2 might be expanding its network to new residential areas. Initially, since the network is new and underloaded,
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As the spare capacity shrinks, the customer might receive a bandwidth closer to the guaranteed minimum, which could lead to the perception that the quality of the network has degraded. Hence, the ISP may wish to limit the maximum rate at which a customer can receive packets through the network to manage the expectations. By defining a specific rule at router R6 that distinguishes the traffic of one customer from another, ISP2 can ensure that no more than 2.5 Mbps of web traffic is delivered to residential customer C5.

- Preventing malicious attacks: Since malicious users can congest or overload the network affecting other customers, ISPs need to protect their network. Protective measures require the ability to identify malicious packets and drop them at the point of entry. Similar to the aforementioned examples, the ISP1 at router R3 needs to drop ICMP packets injected by C3, if they exceed the rate of 1 Kbps.

Based on the above examples, we can see that an ISP faces a variety of decision problems in regard to handling of traffic to provide differentiated services. A common requirement of all the above examples, from an ISP perspective, is the need for routers to have the ability to classify packets by examining the values of the header fields. Also, the routers should be capable of the additional processing needed to handle the packet, i.e., dropping it, encrypting it, making a copy, and so on.

The criteria for classification are often expressed in terms of rules or policies using the header fields of the packets. A collection of such rules or policies is called a rule or policy...
database or a flow classifier or simply a classifier. Each rule specifies a flow to which a packet may belong based on the conditions expressed in the rule. As a part of the rule definition, an action is specified for additional processing to be applied to the packet. An example of a policy is to encrypt the packets from a source address starting with prefix bits 1101*, where "*" refers to wildcard, bound to destination address 151.18.19.21 with a destination port of 80. Having seen the importance of packet classification, let us proceed to the next section, where we formally define the packet classification problem.

### 16.2 Packet Classification Problem

Consider a packet with \(d\) distinct header fields, denoted by \(H_1, H_2, \ldots, H_d\), where each field is a sequence of bits. Such header fields for an IPv4 packet could represent, for example, the source address, destination address, source port, destination port, protocol field, and protocol flags. A packet from destination address 192.171.110.23, source address 192.142.55.45, a destination port of 80, a source port of 1800, and protocol field of TCP can be expressed by the combination \((192.142.55.45, 192.171.110.23, 80, 1800, TCP)\). Valid header fields need not be restricted to the above set. They can even include layer 2 fields such as destination and source MAC addresses and application layer fields such as URL.

A classifier of a router consists of a set of rules denoted by \(R_1, R_2, \ldots, R_N\). These rules are defined in a certain sequence, the importance of which will be examined at the end of this section. Each rule is a combination of \(d\) values, one for each header field. Each field in a rule is allowed four types of matches:

- **Exact match**: The exact match requires that the values on the rule field and the header field of the packet be identical. Such exact matches are useful for protocol and protocol flag fields.

- **Prefix match**: For a prefix match, the rule field should be a prefix of the header field; this could be useful for collecting statistics about packets originating from a subnetwork.

- **Range match**: In a range match, the packet header values should lie in the range specified by the rule; this is useful for specifying port number ranges.

- **Regular expression match**: In a regular expression match, the header field should match the string expression specified in the rule. Such regular expressions are useful for matching URLs for deep packet classification.

The use of wildcard \(\ast\) in a field with preceding values represents a prefix match. On the other hand, the standalone occurrence of \(\ast\) indicates that any arbitrary value can match.

In this chapter, we restrict ourselves to exact, prefix, and range matches. Each rule \(R_i\) \((0 < i \leq N)\) has an associated directive or action \(act_i\) that specifies how to process the packet that matched this rule. This action represents the additional processing required for the packet—whether the packet should be discarded, encrypted, decrypted, and so forth.

A packet \(P\) matches a rule \(R\) if each field of \(P\) matches the corresponding field of rule \(R\). The type of match for each field is implicit in its specification. Note a packet may match more than one rule in the classifier. Now let us consider an example of how a packet is classified.
Example 16.1  Finding the matching rules for packets.

Consider a classifier that has two rules specifying the four fields of an IP packet header: destination address, source address, destination port, source port, and protocol. Let the rules be \( R_1 = (110*, 1*, < 1024, *, TCP) \) and \( R_2 = (11*, 10*, < 1024, > 2048, TCP) \). A packet with header \((111111, ..., 10010, ..., 80, 3500, TCP)\) matches rule \( R_2 \) but not rule \( R_1 \). If \( R_2 \) has an action \( act = discard \) associated with it, then the packet will be dropped. However, a packet with header \((110011, ..., 10010, ..., 80, 2500, TCP)\) matches both rules \( R_1 \) and \( R_2 \). Of course, now the question is which rule’s action needs to be executed? Hence, a mechanism is needed to break the tie.

Since a packet may match more than one rule in the classifier, we associate a cost \( cost(R_i) \) for each rule \( R_i \) to determine an unambiguous match. The goal is to find the rule with the least cost that matches a packet’s header. However, what does this cost mean and how it is used? The cost is a measure that breaks the tie among multiple matching rules and it could represent almost anything—cost of the path the packet is going to take, cost of processing the packet, etc. The cost function is an attempt to generalize the ordering of rules in decreasing importance, which is often used in practice to choose between multiple matching rules. In a router, the rules are placed in a specific order such that a rule occurring earlier takes precedence over a rule occurring later. Thus, the goal of packet classification is to find the earliest matching rule. This is equivalent to assigning a \( cost(R_i) \) equal to the position number of \( R_i \) in the classifier. The first rule assigned a cost of 1, the second rule assigned a cost of 2, and so on.

16.2.1 Expressing Rules

Now the obvious question is how these rules are specified in a router. Each router vendor provides different syntax for expressing rules, but the underlying primitives are pretty much the same. In this section, we focus on these basic primitives. Since rules contain fields of different types, each field is specified in a different fashion.

Source and destination address fields are expressed in prefix notation as described in Chapter 15. The prefix notation allows the expression of both exact and prefix matches. Source and destination port numbers can be either an exact specification or range specification or a wildcard. Exact specifications are expressed by the clause “\( = \).” For example, an exact port specification of “\( = 1023 \)” indicates that the port number field should be equal to 1023. The range specifications are indicated by various clauses “\( range, \)”, “\( >, \)” “\( <, \)” “\( ≥, \)” and “\( ≤, \)” The clause “\( > 1023 \)” specifies any port number greater than 1023. Protocols are specified by an exact value or a wildcard. Some valid protocol values are UDP, TCP, IGMP, and IGRP.

Typical actions specified are “Permit,” “Deny,” and “Count.” However, much more sophisticated actions such as “Encrypt,” “Decrypt,” and “Rewrite” are possible, if the router supports the underlying functionality. A sample classifier that illustrates how the rules are specified is shown in Table 16.1.

16.2.2 Performance Metrics

Many algorithms exist for packet classification due to its importance and complexity. For comparison, we need some sort of metrics to analyze the strengths and deficiencies of each
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### Table 16.1 Expressing rules in a classifier.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Destination Address/Mask</th>
<th>Source Address/Mask</th>
<th>Destination Port</th>
<th>Protocol</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>201.15.17.21/32</td>
<td>201.15.75.4/32</td>
<td>&lt; 1024</td>
<td></td>
<td>Deny</td>
</tr>
<tr>
<td>2</td>
<td>201.18.20.25/24</td>
<td>201.15.100.10/32</td>
<td>= 80</td>
<td>TCP</td>
<td>Encrypt</td>
</tr>
<tr>
<td>3</td>
<td>201.15.20.25/24</td>
<td>201.15.100.10/32</td>
<td>&lt; 1024</td>
<td>UDP</td>
<td>Permit</td>
</tr>
<tr>
<td>4</td>
<td>201.21.12.1/16</td>
<td>201.75.75.15/16</td>
<td>&gt; 1023</td>
<td>TCP</td>
<td>Decrypt</td>
</tr>
<tr>
<td>5</td>
<td>201.21.12.1/24</td>
<td>201.75.75.75/24</td>
<td>*</td>
<td>UDP</td>
<td>Deny</td>
</tr>
<tr>
<td>6</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>Permit</td>
</tr>
</tbody>
</table>

of these algorithms. Similar to address lookup algorithms discussed in Chapter 15, the two widely used metrics for packet classification are the speed of search and the memory storage space occupied by the data structures of the algorithm. There are other metrics that are equally important as well. These are summarized below:

- **Speed:** As physical links are getting faster, the need for faster classification is greater than ever. This translates for every packet into making a classification decision in the time for handling a minimum-sized packet. This issue is far more pronounced for very-high-speed links. For example, at OC-768 rates (i.e., 40 Gbps) with a minimum packet size of 40 bytes, we need to handle 125 million packets per sec ($= 40 \times 10^9 / (8 \times 40)$). Hence, a decision must be made in 8 nanosec ($= 8 \times 40 / (40 \times 10^9)$). Speed is usually measured in terms of the number of memory accesses required. This is because memory accesses are expensive and constitute a dominant factor in worst-case execution time.

- **Memory space:** The smaller the amount of memory consumed by an algorithm, the greater the chances of using fast memory technologies like static random access memory (SRAM). On-chip SRAMs provide the fastest access time (around 1 nanosec) and they can be used as on-chip cache for software-based algorithm implementation. Hardware-based implementations embed SRAM on chips for faster access.

- **Faster updates:** As the classifier changes, because of the addition of new rules, deletion of existing rules, and changes in existing rules, the data structures maintained by an algorithm needs to be updated. The data structures can be categorized into those updated incrementally and those that need to be rebuilt from scratch each time the rule database changes. Such updates are generally not an issue for core routers where the rules are changed infrequently. However, edge routers that support dynamic stateful filtering or intrusion detection need to identify certain flows to be tracked; thus, faster updates are required.

- **Number of fields:** An ideal algorithm should be able to handle any number of header fields for classification.

- **Implementation flexibility:** For operation at wire speed, the algorithm should lend itself to hardware implementation. This does not mean that the software implementation is not desirable. An algorithm is attractive if it is implementable both in hardware and software.
16.3 Packet Classification Algorithms

In general, a packet classification algorithm consists of two stages: a preprocessing stage and a classification stage. The purpose of the preprocessing stage is to extract representative information from rules and build optimized data structures that capture the dependency among the rules. This data structure is consulted to find the least-cost matching rule for every incoming packet. The preprocessing stage is invoked only when new rules are added or deleted and existing rules are modified. Since these operations are infrequent, the preprocessing stage executes in the central CPU of the router.

In the classification stage, the actual packets are parsed and the headers are extracted. Using the values of the headers, the data structure built during the preprocessing stage is traversed to find the best matching rule. Since the classification stage runs in the data path, speed of classification is very important.

For the rest of chapter, let \( N \) be the number of rules in a classifier, \( W \) be the maximum length of each field in bits, and \( d \) be the number of dimensions or fields in the classifier. We will assume throughout this chapter that rules do not carry an explicit cost field as described in Section 16.2, and that the matching rule closest to the top of the list of rules in the classifier is the best matching rule. To illustrate various algorithms in the rest of the chapter, we will refer to the example classifier composed of eight rules as shown in Table 16.2, unless otherwise stated.

16.4 Naïve Solutions

The simplest algorithm is to store the rules in a linked list in the order of increasing cost. A packet is compared with each rule sequentially until a rule that matches all relevant fields is found. This approach is storage efficient since it requires only \( O(N) \) memory locations. However, the time to classify a packet grows linearly with the number of rules \( N \). If the number of rules is 10, we could require 10 memory accesses and if the number of rules increases to 100, the memory accesses also increase in proportion to 100. Thus, it has poor scaling properties.

Another approach to speed up classification is to use a cache in conjunction with an algorithm like linear search. The cache achieves low-latency classification requests by remembering previous classification results and searching these results first on the arrival of new

<table>
<thead>
<tr>
<th>Rule</th>
<th>( F_1 )</th>
<th>( F_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_1 )</td>
<td>00*</td>
<td>00*</td>
</tr>
<tr>
<td>( R_2 )</td>
<td>0*</td>
<td>01*</td>
</tr>
<tr>
<td>( R_3 )</td>
<td>0*</td>
<td>0*</td>
</tr>
<tr>
<td>( R_4 )</td>
<td>10*</td>
<td>10*</td>
</tr>
<tr>
<td>( R_5 )</td>
<td>11*</td>
<td>10*</td>
</tr>
<tr>
<td>( R_6 )</td>
<td>11*</td>
<td>1*</td>
</tr>
<tr>
<td>( R_7 )</td>
<td>0*</td>
<td>10*</td>
</tr>
<tr>
<td>( R_8 )</td>
<td>*</td>
<td>11*</td>
</tr>
</tbody>
</table>
packets. When the result of a past classification request does not exist, a full classification is started using the associated algorithm and the result is cached.

For packet classification, the result of a full lookup using a header is cached along with the entire IP header. When a subsequent packet with the same header arrives, the results in the cache are directly used. Since cache access requires only a single access as compared to a full lookup, which requires several memory accesses in RAM, the lookup time is significantly reduced.

The efficiency of a caching scheme largely depends on the temporal locality of the traffic, which means the arrival of a packet implies a high probability of the arrival of another packet with the same IP header. Such a behavior can be explained by the fact that a file transfer or a web page is broken into a number of packets with the same IP header for transit. Hence, if we have saved a recently used classification result, there is a high probability that an incoming packet will hit the cache and will be classified without the need for a full lookup. Even though caching schemes might be attractive, they suffer from various problems. A significant issue is the requirement of more high-speed memory for caching full IP headers to achieve a hit rate of 80–90% (when compared to caching schemes for IP address lookup). However, caching is a general technique that can be combined with some of the fast algorithms discussed in later sections to improve the average case performance.

16.5 Two-Dimensional Solutions

Two-dimensional packet classification is a simpler version of the general packet classification problem. Studying it in detail could provide additional insights into developing solutions for the general case. Furthermore, two-dimensional classification is important on its own because of the variety of applications that use it. For example, applications like flow aggregation for MPLS and VPNs require handling of a larger number of rules that use source and destination network prefixes. Another use of two-dimensional classification is in firewalls where many rules contain distinct protocol ranges. Hence, it is possible to break up the classifier on more than two fields into multiple independent classifiers each with two fields and applying two-dimensional classification for each of them.

Since two-dimensional rules are the simplest generalization of the one-dimensional IP lookup problem, it is natural to think about extending those schemes for two-dimensional classification. In this section, we extend the binary trie–based schemes discussed in Chapter 15 to handle two fields.

16.5.1 Hierarchical Tries: Trading Time for Space

A binary trie, as described in detail in Section 15.4, organizes IP prefixes in a treelike fashion to identify the longest matching prefix. The internal nodes can be considered as decision points and the leaves represent the actual prefix. At each internal node, when the appropriate bit is examined, a 0 means the left branch needs to be traversed, while a 1 indicates that the right branch needs to be traversed. The path from the root to a leaf node gives the bit sequence of the prefix represented by the leaf node. Since IP prefixes can be represented as a range of addresses in a single dimension, the binary trie scheme is viewed as a solution for one-dimensional packet classification (also known as packet classification for a single field).
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A hierarchical trie is a simple extension of the binary trie except that these tries can accommodate two fields. Let us illustrate hierarchical tries using the example classifier in Table 16.2 consisting of two fields, $F_1$ and $F_2$. First, construct a binary trie using the distinct prefixes of field $F_1$. This trie is shown in Figure 16.2 and is referred to as the $F_1$ trie. For the sake of clarity, the Figure 16.2 shows the nodes shaded if the prefix represented by each node appears in field $F_1$ of any one of the rules. Also, the rules containing the prefix of each node are indicated next to the node.

Now for each unique prefix in field $F_1$, construct a binary trie using the corresponding prefixes of field $F_2$. Consider the $F_1$ prefix 0*. It occurs in rules $R_2$, $R_3$, and $R_7$ and their $F_2$ prefixes are 01*, 0*, and 10*, respectively. We build a binary trie using these prefixes. Such a trie is called an $F_2$ trie. Each of the five distinct $F_1$ prefixes requires an $F_2$ trie and they are all shown separately in Figure 16.3. In Figure 16.3, above each trie, the corresponding $F_1$ prefixes are shown in boldface. As in the $F_1$ trie, the nodes corresponding to prefixes found in the rules are shaded.

The next logical problem is how to establish the relationship between the $F_1$ trie and the $F_2$ tries according to the rules in the classifier. An additional pointer is stored in each node of the $F_1$ trie that relates an $F_1$ prefix to its $F_2$ trie. This pointer, called the next-trie pointer, stores the pointer to the root of the $F_2$ trie corresponding to its $F_1$ prefix. The entire trie, known as the hierarchical trie, is shown in Figure 16.4 where the next-trie pointers are indicated by dashed arrows linking the $F_1$ trie to the $F_2$ tries. To briefly describe this, a hierarchical trie is

**FIGURE 16.2** Constructing the $F_1$ trie needed for a hierarchical trie.

**FIGURE 16.3** Constructing the $F_2$ tries needed for a hierarchical trie.
constructed by first building a trie for all the $F_1$ prefixes, and for each $F_1$ prefix $P$ an $F_2$ trie is associated that stores the rules whose $F_1$ prefix is exactly the same as $P$.

Once the hierarchical trie is constructed, the search proceeds as follows. Let us assume, for the sake of discussion, that the header fields $F_1$ and $F_2$ are extracted from the packet and denoted by $\hat{F}_1$ and $\hat{F}_2$, respectively. The search starts by traversing the $F_1$ trie to find the longest matching prefix for $\hat{F}_1$. The algorithm then searches the corresponding $F_2$ trie for the prefixes matching $\hat{F}_2$ and updates the best matching rule. The search then backtracks on the $F_1$ trie and traverses all the $F_2$ tries associated with all the ancestors of $\hat{F}_1$. During the traversal, it continues to keep updating the best matching rule, if an appropriate one is found. The algorithm terminates once the search backtracks to the root node and its corresponding $F_2$ tries are examined. The last recorded best matching rule during the search provides the final solution. To better understand this, let us go through an example of search.

**Example 16.2 Searching the hierarchical trie.**

Consider the classification of an incoming packet with fields $F_1 = 000$ and $F_2 = 000$ using the hierarchical trie shown in Figure 16.4. The search proceeds from the root of the $F_1$ trie to identify the longest prefix match for 000 and reaches the node corresponding to the prefix 000*. The algorithm immediately fetches the next-trie pointer at this node and traverses its $F_2$ trie using 000. This leads to the matching rule $R_1$ and is recorded as the best matched rule so far. Now the search backtracks and moves up to the node with the prefix 0* in the $F_1$ trie and proceeds to its $F_2$ trie. During the traversal, the search encounters $R_3$, which matches the packet fields. Immediately, $R_3$ is compared with the best rule matched so far, $R_1$. According to our criteria, since rule $R_1$ occurs earlier in order in the classifier than $R_3$, $R_1$ is retained as the best matching rule. The search again backtracks on the $F_1$ trie reaching the root node. The next-trie pointer of the root node is fetched and its $F_2$ trie is traversed. It finds that none of the rules matches. Subsequently, the search terminates since there are no more nodes to backtrack and $R_1$ is declared to be the best matched rule. ▲
Why does the search need to backtrack? The reason that the search backtracks even after locating the first matching rule is to find the best matching rule. For example, assume the order of rules in the classifier is changed such that rule \( R_3 \) becomes the first entry and rule \( R_1 \) is moved to the third entry. In this case, the best matching rule for the same search in Example 16.2 will be \( R_3 \) since it occurs earlier than \( R_1 \) in the classifier. If the search has not backtracked, the best matching rule \( R_3 \) would be missed. Hence, the search algorithm needs to traverse all the \( F_2 \) tries in the path as it backtracks on the \( F_1 \) trie.

The lookup cost of this scheme is \( O(W^2) \) for two fields. It follows from the observation that in the worst case, it is possible to end up searching \( W \) \( F_2 \) tries, one for each bit of the longest matching \( F_1 \) prefix. The cost of searching each \( F_2 \) trie is \( O(W) \) and hence the overall search cost is \( O(W^2) \). The amount of memory consumed is \( O(NW) \). Observe that each prefix in field \( F_1 \) requires \( W \) nodes for the \( F_1 \) trie in the worst case. If all the \( N \) rules contain distinct \( F_1 \) prefixes, the worst-case memory required for \( F_1 \) trie is \( O(NW) \). Each \( F_2 \) prefix also requires \( W \) nodes in the worst case, and hence the memory required for storing all the \( F_2 \) tries is \( O(NW) \). Therefore, the overall memory required is \( O(NW) + O(NW) = O(2NW) \), which is still \( O(NW) \).

### 16.5.2 Set Pruning Tries: Trading Space for Time

Recall that hierarchical tries require traversals of many \( F_2 \) tries as the search backtracks on the \( F_1 \) trie. Can we do better by avoiding these traversals? The answer is yes. By replicating the rules of the prefixes of an \( F_1 \) prefix in its \( F_2 \) trie, such traversals can be eliminated. The resulting data structure is called a set pruning trie [171].

Constructing a set pruning trie is very similar to constructing a hierarchical trie. First, we build a trie using unique \( F_1 \) prefixes in the classifier. Each prefix in the \( F_1 \) trie points to an \( F_2 \) trie. Now the question is: which \( F_2 \) prefixes need to be stored? This is where the set pruning tries differ from hierarchical pruning tries.

For instance, consider the \( F_1 \) prefix of \( 00\ast \). Rule \( R_1 \) has this prefix and hence we need to store the corresponding \( F_2 \) prefix \( 00\ast \), as in hierarchical tries. However, if we need to eliminate the traversal of the \( F_2 \) trie at the prefix node \( 0\ast \) when the search backtracks on the \( F_1 \) trie, storing this rule alone is not sufficient. Since rules \( R_2, R_3, \) and \( R_7 \) also match whatever the prefix \( 00\ast \) matches, they also need to be included. Furthermore, the wildcard prefix \( \ast \) of \( R_8 \) also matches whatever the prefix \( 00\ast \) matches. Thus, the \( F_2 \) trie for the prefix \( 00\ast \) contains the rules \( R_1, R_2, R_3, R_7, \) and \( R_8 \). The set pruning trie for the example classifier is illustrated in Figure 16.5. In other words, the \( F_2 \) trie for any prefix \( P \) should contain all the rules corresponding to the prefixes of \( P \).

The search algorithm first matches the field \( F_1 \) of the incoming packet header in the \( F_1 \) trie. This yields the longest match on the \( F_1 \) prefix. Then the associated \( F_2 \) trie is traversed to find the longest match. As the search proceeds in the \( F_2 \) trie, we keep track of the best matching rule encountered so far. Since all the rules that have a matching \( F_1 \) prefix are stored in the \( F_2 \) trie, we are guaranteed to find the best matching rule.

**Example 16.3  Searching the set pruning trie.**

Consider searching for the best matching rule for a packet whose field \( F_1 \) value starts with \( 001 \) and \( F_2 \) value starts with \( 011 \) (Figure 16.5). The search begins by finding the longest
FIGURE 16.5 Set pruning trie data structure containing replicated rules.

.matching prefix in the $F_1$ trie for 001. This yields the $F_1$ prefix 00* and using the next-trie pointer fetches the $F_2$ trie. This trie is traversed for the longest prefix matching 011. The search descends the $F_2$ trie and encounters rule $R_3$, which is remembered as the best matching rule. The search continues further and finds another rule $R_2$. After comparing this with $R_3$, the best matching rule so far is updated with $R_2$ since it occurs earlier in the classifier. Since the search cannot continue any further, $R_2$ is declared as the best matching rule.

Unfortunately, set pruning trees have a memory blowup problem. The problem arises because an $F_2$ prefix can occur in multiple tries. For instance, in Figure 16.5, the $F_2$ prefixes 0*, 01*, and 10* appear in trie associated with prefixes 00* and 0*. Hence, in the worst case for two fields, the set pruning trie consumes $O(N^2)$ memory. Since the algorithm attempts to find the longest matching prefix in the $F_1$ trie, followed by the $F_2$ trie, the number of memory accesses required is $2W$, which is $O(W)$.

To avoid the memory blowup, many optimizations have been presented [171], [572], and [734]. For instance, when two $F_2$ tries are identical, containing the same set of rules, only one copy is maintained. The corresponding $F_1$ next-trie pointers are updated to point to this single $F_2$ trie. This optimization greatly reduces the storage required and makes the set pruning trie attractive for implementing small classifiers in software.

16.5.3 Grid-of-Tries: Optimizing Both Space and Time

We saw from previous sections that hierarchical tries are on one end of the design spectrum and require large amounts of time while utilizing storage proportional to the number of rules and number of bits in the prefixes. On the other end of the design spectrum are the set pruning tries, which consume a large amount of storage but provide a time complexity proportional to the number of bits in the prefixes. Now the obvious question is, can we do the best of both? The grid-of-tries data structure, described in [662], is an attempt in this direction; it reduces the storage space by storing a rule only once as in hierarchical tries and still achieves the same time complexity as set pruning tries, i.e., $O(W)$. 
A closer observation of the search algorithm for hierarchical tries indicates attempts to backtrack several times that are not necessary. To understand this better, let us revisit the search on hierarchical tries shown in Figure 16.4 with the following example.

**Example 16.4** Backtracking in hierarchical tries.

Let us start the search using a packet header with values \( F_1 = 000 \) and \( F_2 = 110 \) (see Figure 16.4). We start by looking this up in the \( F_1 \) trie, which gives 00 as the best match. Using the next-trie pointer, we start the search for the matching \( F_2 \) prefix in the associated trie, containing the rule \( R_1 \). However, the search fails in the first bit 1. Hence, the search would have to back up on the \( F_1 \) trie and restart in the \( F_2 \) trie of 0*, which is the parent of 00*.

Such a backup in search is an attempt to find a matching rule that is shorter in the \( F_1 \) prefix, in this case 0*, and it should include all the bits in \( F_2 \) examined so far, including the failed bit. If the search algorithm could anticipate *a priori* such a sequence of bits, it could jump directly to the parent of \( R_7 \) from the failed point, the root of the \( F_2 \) trie associated with the \( F_1 \) prefix 00.

The grid-of-tries approach uses the key ideas of precomputation and switch pointers to speed up the search by jumping from the failed \( F_2 \) trie to another \( F_2 \) trie. The preprocessing algorithm that builds the trie identifies all the failure points in the \( F_2 \) tries and precomputes a switch pointer that allows the search to jump directly to the next possible ancestor \( F_2 \) trie that contains a matching rule. The jump occurs at the lowest point in the ancestor \( F_2 \) trie that has at least as good an \( F_2 \) prefix match as the current node. Furthermore, such a jump allows skipping over all rules in the next ancestor \( F_2 \) trie with shorter prefixes in the \( F_2 \) field.

A grid-of-tries data structure for the example classifier is shown in Figure 16.6. The switch pointers are illustrated by dashed arrows. Notice that the \( F_2 \) trie corresponding to \( F_1 \) prefix 00 contains two switch pointers: one from node A to node C and the other from node B to the
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node representing rule \( R_2 \). Note that node \( C \) and the node representing rule \( R_2 \) are in the \( F_2 \) trie corresponding to the \( F_1 \) prefix 0. Similarly, there is a switch pointer connecting node \( C \) to the node representing rule \( R_8 \), which is on the \( F_2 \) trie for the \( F_1 \) prefix \( \ast \). The failed search for bit 1 in the \( F_2 \) trie containing rule \( R_4 \) is continued by introducing a switch pointer from node \( D \) to the node representing rule \( R_8 \).

**Example 16.5** Classifying a packet using grid-of-tries.

Let us continue with the aforementioned example of classifying a packet with the header values \( F_1 = 000 \) and \( F_2 = 110 \) (Figure 16.6). The search when it fails while examining the first bit of \( F_2 \) uses the switch pointer to jump directly to node \( C \) in the \( F_2 \) trie containing rules \( R_2 \), \( R_3 \), and \( R_7 \). Similarly, when the search on the next bit fails again, we jump to the node containing rule \( R_8 \) in the \( F_2 \) trie associated with the \( F_1 \) prefix \( \ast \). Hence the best matching rule for the packet is \( R_8 \).

As can be seen, the switch pointer eliminates the need for backtracking in a hierarchical trie without the storage of a set pruning trie. Essentially, it allows us to increase the length of the matching \( F_2 \) prefix without having to restart the search from the root of the next ancestor \( F_2 \) trie.

Now we can formally define a switch pointer as follows. Look at Figure 16.7. Let \( v \) be a node in the \( F_1 \) trie that represents an \( F_1 \) prefix, \( P(v) \). The **lowest ancestor** of \( P(v) \) is the longest prefix match for \( P(v) \) in the \( F_1 \) trie. Let \( u \) denote the node corresponding to the lowest ancestor of \( P(v) \) in the \( F_1 \) trie. Let \( T(u) \) and \( T(v) \) be the \( F_2 \) tries associated with nodes \( u \) and \( v \), respectively. Assume that \( x \) is a node in trie \( T(v) \) that represents the prefix \( s \) and there is no node representing the prefix \( s0 \), i.e., the search fails on a 0 bit at node \( x \). If the \( F_2 \) trie corre-
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sponding to the lowest ancestor \( T(u) \) contains a node \( y \) that represents the prefix \( s0 \), then a switch pointer is placed at node \( x \) that points to \( y \).

While the use of switch pointers speeds up the search, it has the disadvantage of sometimes missing best matches rules. We will give an example that illustrates this.

**Example 16.6** Missing the best matching rules in grid-of-tries.

Consider classifying a packet with the header values of \( F_1 = 000 \) and \( F_2 = 010 \) (Figure 16.6). The search for 000 in the \( F_1 \) trie results in 00* as the best match. Using its next-trie pointer, the search continues on the \( F_2 \) trie for 010. However, it fails in the second bit 1 at node \( B \). Hence, the switch pointer at node \( B \) is used to jump to the node representing rule \( R_2 \). The search terminates as it has reached the leaf node and \( R_2 \) is declared the best matching rule. Observe that the search has completely missed rule \( R_3 \), which also matches the packet header. While rule \( R_2 \) is the correct answer as it is lower in cost than rule \( R_3 \), according to our definition, in general the missed rule could have lower cost.

To avoid missing the best matching least-cost rules, each node in the \( F_2 \) trie maintains an additional variable called \texttt{storedRule}. For a better explanation about what needs to be stored in the variable, let us consider a node \( x \) in the \( F_2 \) trie corresponding to the \( F_1 \) prefix \( P \) and the \( F_2 \) prefix \( Q \). The variable \texttt{storedRule} in node \( x \), denoted by \texttt{storedRule(x)}, is assigned the best matching rule whose \( F_1 \) prefix is a prefix of \( P \) and \( F_2 \) prefix is a prefix of \( Q \). For instance, in the node representing rule \( R_2 \) this variable will store rule \( R_3 \) if rule \( R_3 \) is lower in cost than rule \( R_2 \).

Now let us analyze the worst-case time complexity and space complexity for the grid-of-tries. In the worst case, the number of memory accesses required is \( 2W \), which can be calculated as follows. First, traversing the \( F_1 \) trie to find the longest prefix match will consume at most \( W \) accesses. Next, the traversal of \( F_2 \) tries will consume at most \( W \) accesses. This is because in the \( F_2 \) tries we either traverse further down in the same trie or follow the switch pointer to jump to another trie. The maximum length of the \( F_2 \) field is also \( W \) bits, and hence the number of memory accesses required is bounded by \( W \). Hence the total number of accesses is \( W + W = 2W \), which is \( O(W) \). To calculate the space complexity, observe that each rule is stored only once and each rule requires \( O(W) \) of space. Hence, the amount of storage required is \( O(NW) \).

### 16.6 Approaches for \( d \) Dimensions

In the previous sections, we examined various solutions for classifying packets with just two-dimensional classifiers. This section focuses on the different viewpoints and additional insights used by algorithms in subsequent sections. Section 16.6.1 takes a detailed look at the geometric view of the classification. Based on this view, the general packet classification problem is mapped onto a computational geometry problem. This mapping allows us to identify the theoretical lower bounds that illustrate the fundamental difficulty of the problem. Since a generalized solution is not practically feasible, Section 16.6.2 outlines many characteristics exhibited by real-life classifiers. These characteristics are effectively exploited by algorithms that work well in practice.
16.6.1 Geometric View of Classification: Thinking Differently

Recall from Chapter 15 that a prefix represents a contiguous interval on the number line. Similarly, a two-dimensional rule represents a rectangle in two-dimensional space, a three-dimensional rule represents a cube in three-dimensional space, and so on. A rule in \( d \) dimensions represents a \( d \)-dimensional hyper-rectangle in \( d \)-dimensional space. Therefore, a classifier can be viewed as a collection of hyper-rectangles, each labeled with a priority. A packet represents a point in this \( d \)-dimensional space with coordinates equal to the values of the header fields.

Given this geometric representation, classification of an arriving packet is based on finding the highest-priority rectangle among all the rectangles that encloses the point representing the packet. If higher-priority rectangles are drawn on top of lower-priority rectangles, classifying a packet is equivalent to finding the topmost visible rectangle containing a given point.

Consider the example classifier in Table 16.2 and its geometric representation in Figure 16.8. Field \( F_1 \) is represented as the \( x \)-axis and \( F_2 \) as the \( y \)-axis. In Figure 16.8, some prefix ranges are indicated by lines with ending arrows adjacent to each axis. The \( x \)-axis is divided into the three ranges, \( 00^* \), \( 01^* \), and \( 1^* \), while the \( y \)-axis is divided into the four ranges, \( 00^* \), \( 01^* \), \( 10^* \), and \( 11^* \). Consider representing the rule \( R_1 \). Extend the range lines of the prefix \( 00^* \) from the \( x \)-axis and similarly the range \( 00^* \) from the \( y \)-axis. They form a box on the two-dimensional space marked \( R_1 \). Similarly, other rules can be represented in this two-dimensional space as indicated in Figure 16.8. Note that rule \( R_8 \) is overlapped by \( R_6 \). Now consider packet \( P \) with header fields \( 110 \) and \( 111 \). As can be seen from Figure 16.8, it is represented by the point \( P \) and overlapped by the regions representing the rules \( R_6 \) and \( R_8 \). Since the rectangle covered by \( R_6 \) is topmost, it is the best matching rule for packet \( P \).

![Figure 16.8](image-url) Geometric representation of rules. Each rule is shown as a shaded region.
The advantages of taking a geometric view of packet classification are twofold. First, the packet classification problem can be viewed as a point location problem in a multidimensional space, a problem for which several algorithms have been reported [126], [127] and [145]. Mapping to the point location problem establishes lower bounds for space and time for packet classification. In the general case, for $d > 3$, the best bounds considering time or space are either an $O((\log d - 1)N)$ time complexity with $O(N)$ space or $O(\log N)$ time complexity with $O(N^d)$ space. These algorithms are not practical for use in a high-speed router as illustrated in the following example.

Example 16.7 Illustrating that lower-bound algorithms are not practical.

Suppose a high-speed router needs to classify a packet within a time budget of $1 \, \mu$sec, processing 1000 rules in five dimensions. Using an algorithm with time complexity of $O(\log^4 N)$ and space complexity of $O(N)$ will require 10,000 memory accesses. Even if we use the fastest memory with an access time of 10 nanosec, it will take 100 $\mu$sec for the classification operation to complete. Alternatively, using an algorithm of space complexity $O(N^d)$ and time complexity $O(\log N)$ will require 1000 Gbytes, which is prohibitively large.

The second advantage is that the geometric view provides more insight into the structure of a classifier by examining the number of distinct regions created by its rules. For a concrete understanding about distinct regions, let us walk through an example.

Example 16.8 Number of distinct regions created by three two-dimensional rules.

Consider a two-dimensional classifier with three rules. Figure 16.9 represents these rules geometrically as three rectangles in two-dimensional space and shows three possible arrangement of these rules. The leftmost figure illustrates one possible arrangement of these rules with four distinct regions. The three shaded regions represent the explicitly defined rules, and the fourth region corresponds to the default rule (implicitly defined) represented by white background. The figure in the middle shows the same rules with a different arrangement containing five distinct regions. Finally, the rightmost figure shows another arrangement with seven distinct regions.
As seen from the example, the number of distinct regions does not need be the same as
the number of rules in the classifier since overlaps are possible. These distinct regions need
to be kept track by any classification algorithm so that it can determine the region to which
a newly arriving packet belongs. If the number of such regions in a classifier is large it will
require more memory to represent the rules and as a result require a longer time to classify a
packet.

Many classifiers containing the same number of rules can have different numbers of such
distinct regions. If the number of regions is large, the classification algorithm needs to do
more work to distinguish among these regions. It can be shown that the number of distinct
regions created by \( N \) rules in \( d \) dimensions can be \( O(N^d) \). Henceforth, these disjoint regions
are referred to as classification regions. For our example classifier shown in Figure 16.8, there
are nine classification regions.

16.6.2 Characteristics of Real-Life Classifiers: Thinking Practically

For packet classification, the algorithms must complete within a specified amount of time
for \( N \) rules, which could range from a few thousands to tens of thousands. As described
in the previous section, even algorithms with those lower bounds are not practical for use
in a high-speed router. Fortunately, classifiers in real life exhibit many characteristics and
a large amount of structures that can be taken advantage of when designing classification
algorithms. These algorithms perform quite well on classifiers that satisfy one or more of
these characteristics. However, in the worst case they perform very badly.

In this section, we outline many such characteristics identified by several independent
analyses [47], [48], [275], and [687]. Even though we list many of the characteristics, not all
of them are used by the algorithms described in subsequent sections. However, we believe
that this will be beneficial for any designer of algorithms interested in coming up with new
algorithms or adapting an existing algorithm for specific scenarios.

- **Number of fields:** While a typical implementation supports rules with eight fields, more
  than 50% of rules occurring in practice have only four fields specified.

- **Small set of values in a protocol field:** In most classifiers, the protocol field in the rules contains
  TCP or UDP or wildcard (\( * \)) specifications. Some of the other specifications that do not
  occur often include ICMP, GRE, IGMP, (E)IGRP, and IP-in-IP.

- **Port field specifications are mostly ranges:** Many rules (approximately 10%) contain range
  specifications in destination and source port fields. These ranges are either the wild-
  card range (i.e., \( * \)) or the port ranges that distinguishes server ports (\(< 1024\)) from
  client ports (\( \geq 1024\)). Conversion of the range (\( \geq 1024\)) into prefixes requires splitting it
  into six intervals: [1024, 2047], [2048, 4095], [4096, 8191], [8192, 16383], [16384, 32767], and
  [32768, 65535]. As a consequence, any algorithm that converts ranges into prefix should
  have the ability to handle large numbers of rules in the classifier.

- **The number of disjoint classification regions is small:** This observation uses the geometric view
  described in Section 16.6.1 where rules form a number of distinct and possibly overlapping regions in \( d \)-dimensional space. While the number of such regions can be as much
as \( O(N^d) \) in the worst case, a survey of real-life classifiers indicates that such regions are linear in the number of rules \( N \).

- **Source-destination matching:** Analysis of traffic traces with real-life classifiers indicates that most of the packets match at most five distinct source and destination address value combinations in the classifier. In the worst case, no packet matched more than 20 distinct source and destination address combinations.

- **Sharing of same field values:** It is common for different rules in the same classifier to share a number of the same field values. Such a sharing occurs when a network administrator wants to block every host in one group of IP addresses from communicating with any host in another group of IP addresses. A separate rule must be written for each pair of hosts in the two groups since the prefix notation is not sophisticated enough to allow such specifications in a single rule. Such a repetition of rules leads to sharing of source and destination address field values.

- **Redundant rules:** Observations indicate that about 15% of the rules are redundant. Some of the rules are backward redundant while others are forward redundant. A rule \( R \) is said to be **backward redundant** if there exists a rule \( T \) appearing earlier than \( R \) in the classifier and \( R \) is a subset of \( T \). Hence, no packet will ever match \( R \). For instance, if rule \( R_3 \) occurs earlier than \( R_2 \) in the example classifier shown in Table 16.2, then none of the packets will match \( R_3 \) since it is a subset of \( R_2 \). However, a rule is **forward redundant** if there exists a rule \( T \) that occurs after \( R \) in the classifier such that \( R \) is a subset of \( T \), \( R \) and \( T \) have the same actions, and for each rule \( V \) occurring between \( R \) and \( T \) in the classifier either \( V \) is disjoint from \( R \) or \( V \) has the same action as \( R \). Such forward redundancy rules can also be eliminated. A packet matching \( R \) will now match \( T \) yielding the same action.

### 16.7 Extending Two-Dimensional Solutions

When searching for a solution to a new problem, the natural tendency is to adapt or extend an existing solution to solve the problem. We extended the trie-based IP address lookup algorithms to classify rules in two dimensions. Similarly, can we extend the two-dimensional solutions to handle rules with \( d \) dimensions? In this section, we investigate such extensions by categorizing them into **naïve extensions** and **native extensions**.

#### 16.7.1 Naïve Extensions

A naïve extension, as mentioned in [47], uses any efficient two-dimensional scheme and instead of a single rule at the leaf, a set of rules is stored. Even though the choice of the dimensions can be any two fields in the classifier, typically source and destination address fields are chosen. The primary motivation behind these choices is based on the source–destination matching observation outlined in Section 16.6.2. Recall that this observation indicates that when considering only the source and destination fields, almost all packets match at most five rules and no packet matches more than 20 rules. This will reduce the number of rules searched at the leaf between 5 and 20. A linear search on this reduced set of 20 rules will definitely perform better than the naïve linear search of the entire classifier, assuming the classifier contains more than 20 rules.
The naïve extension is illustrated in Figure 16.10. It uses an efficient two-dimensional scheme to find all distinct source–destination pairs \((S_1, D_1), (S_2, D_2), \ldots, (S_n, D_n)\) that match a packet header. Each distinct pair \((S_i, D_i)\) is associated with a list of rules that contains \((S_i, D_i)\) in source and destination fields. All the fields in the rule need not be stored in the list. Instead, only the fields other than the source and destination address need to be stored. The search first traverses all the rules associated with \((S_1, D_1)\), then \((S_2, D_2)\), and so on.

Use of such a data structure provides a few advantages. First, each rule is represented only once and hence the memory required is linear in the number of rules. However, sometimes replication of rules might be needed to reduce the number of source–destination pairs traversed during the search. Second, since only source and destination address fields are used for the search structure, the blowup of rules because of translating port range to prefixes is eliminated.

The grid-of-tries approach discussed in Section 16.5.3 is an efficient two-dimensional scheme for classifying address prefix pairs and it can be used as the two-dimensional scheme in Figure 16.10. However, this scheme cannot be generalized for \(d > 2\). A solution proposed in [47] called extended grid of tries (EGT) uses the standard grid-of-tries scheme for two fields and extends the traversals to find all the matching rules.

### 16.7.2 Native Extensions

While naïve extensions use any two-dimensional scheme with a list of rules stored at the leaf, native extensions augment these schemes with additional levels of tries to accommodate multiple dimensions or fields. The general scheme is illustrated in Figure 16.11. In this section, we describe such extensions to hierarchical tries and set pruning tries.

Hierarchical tries for two fields can be extended recursively for rules with \(d\) dimensions as follows:
16.7 Extending Two-Dimensional Solutions

- If \( d = 1 \), the hierarchical trie is just a binary trie.
- If \( d > 1 \), first construct a binary trie corresponding to a field, say \( F_1 \), called the \( F_1 \) trie. This \( F_1 \) trie contains the distinct prefixes \( R_i \) that belong to field \( F_1 \) of all the rules in the classifier.
- For each prefix \( P \) in the \( F_1 \) trie, construct recursively a \((d - 1)\) hierarchical trie, say \( T_P \), using the rules that specify \( P \) in the field \( F_1 \). The node representing the prefix \( P \) in the \( F_1 \) trie is linked to trie \( T_P \) using a pointer called the next-trie pointer.

A packet classification on an incoming packet header \((H_1, H_2, \ldots, H_d)\) proceeds recursively as follows. First, the \( F_1 \) trie is traversed based on the bits in \( H_1 \) and finds the node corresponding to the longest matching prefix of \( H_1 \). The next-trie pointer of the node is fetched and if it is not null, the search continues recursively on the \((d - 1)\) hierarchical trie. As the search proceeds, it keeps track of the best matching rule encountered so far. Once the search terminates on this \((d - 1)\) hierarchical trie, it backtracks on the \( F_1 \) trie. For each \( F_1 \) trie node encountered during backtracking, the search follows the next-trie pointer, if it is not null. Then it recursively traverses the \((d - 1)\) hierarchical trie stored at that node and updates the best matched rule, as more rules are encountered, if needed. This search algorithm is sometimes referred to as the backtracking search algorithms due to its recursive nature. It is left as an exercise to the reader to infer that the time complexity for \( d \) dimensions is \( O(W^d) \).

Similar to hierarchical tries, set pruning tries can be extended to accommodate \( d \) dimensions. Let us start with a \( d \)-dimensional hierarchical trie consisting of an \( F_1 \) trie and its \((d - 1)\)-dimensional hierarchical tries associated with the nodes. Now consider the set of nodes that represents prefixes shorter than a prefix \( P \) in the \( F_1 \) trie. Call this set of nodes \( T \). In a \( d \)-dimensional set pruning trie, the rules in the \((d - 1)\) tries linked to all nodes in \( T \) are replicated to the \((d - 1)\)-trie linked to prefix \( P \). The replication of prefixes is carried out in a recursive fashion for the \((d - 2)\)-tries and so on.

**FIGURE 16.11** Extending a two-dimensional scheme natively for classification on arbitrary number of fields.
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The search algorithm for a packet with the header \((H_1, H_2, \ldots, H_d)\) needs to traverse the \(F_1\) trie only once to find the longest matching prefix node for \(H_1\). If its next-trie pointer is not null, the search follows the \(F_2\) trie and finds the longest matching prefix for \(H_2\). The search continues in this fashion for \(F_3\) tries and so on for all \(d\)-fields. Since the rules are replicated in a set pruning trie, the search algorithm ensures that all the matching rules will be encountered in its path. For \(d\)-fields, it can be shown that the memory required is \(O(d W N^d)\). You can now see how the memory grows exponentially with the addition of each field. However, the time complexity for search is \(O(d W)\), which is linear in the number of fields, unlike hierarchical tries.

16.8 Divide and Conquer Approaches

The main idea behind the divide and conquer approach is to partition the problem into multiple smaller subproblems and efficiently combine the results of these subproblems into the final answer. Recall that in Chapter 15 we outlined many efficient single-field search techniques under the context of longest prefix matching for IP address lookup. Hence, it is natural to consider whether these approaches can be effectively used; after all, the packet classification problem is nothing but a search on multiple fields.

A common theme of these divide and conquer algorithms is to decompose the packet classification problem into many longest prefix matching problems, one for each field, and combine the results of these longest prefix matches\(^1\). For decomposition, the classifier is sliced into multiple columns with the \(i\)th column containing all distinct prefixes of field \(i\). Such columns are referred to as field sets and the field sets for the example classifier are shown in Figure 16.12. For each incoming packet, the longest prefix matching is determined separately for each of the fields. Now the key challenge is how efficiently the results of these prefix matches can be aggregated. The algorithms described in the next few sections differ mainly in two aspects:

- How the results are returned from the individual longest prefix matches, and
- How the individual results from these prefix matches are combined.

Dividing or decomposing the packet classification problem into many instances of single-field search problems offers several advantages. First, the search for each field can proceed independently, enabling the use of parallelism offered by modern hardware. Second, the search can be optimized by choosing different search strategies for each type of field. For example, source and destination address prefixes can employ longest prefix matches, while source and destination port ranges can use efficient range-matching schemes.

While there are compelling advantages, decomposing a multifield search problem raises subtle issues. Of course, the primary challenge is how to combine the result of the individual searches. Furthermore, it is not sufficient for a single-field search to return the longest matching prefix for a given field in the rule. This is because the best matching rule may contain a field that is not necessarily the longest matching prefix relative to other rules. Additionally,\(^1\)

\(1\)Note that ranges for source or destination ports can be converted into prefixes.
Divide and Conquer Approaches

The result of these single-field searches should be able to return more than one rule because packets may match more than one. In the next few sections, we discuss several algorithms that use the divide and conquer approach. We begin with the Lucent bit vector scheme.

16.8.1 Lucent Bit Vector

The Lucent bit vector scheme uses the divide and conquer approach [392]. It uses bit-level parallelism for accelerating the classification operation in any practical implementation. The basic idea is to first search for the matching rules of each relevant field $F$ of a packet header and represent the result of each search as a bitmap. The final set of rules that matches the full packet header can be found by intersecting the bitmaps for all relevant fields $F$. Although this scheme is still linear in the number of rules, in practice searching through the bitmap is faster as a large number of bits can be accessed in a single memory access. While the original algorithm takes a geometric view and projects the rules to the corresponding dimensions, we describe a variant that uses tries.

The algorithm first partitions the classification problem in $d$-fields into $d$ longest prefix matching problems, one for each field. Next, the unique prefixes for each field are identified and using these unique prefixes a separate data structure is constructed for finding the longest matching prefix. A bit vector of length $N$ is associated with each prefix in the data structure and bit $j$ in the bit vector is set if the prefix or its prefixes match rule $R_j$ in the corresponding field of the classifier. In the bit vector, bit 1 refers to rule $R_1$, bit 2 refers to rule $R_2$, and so on. This process is repeated until all the bit vectors for each unique prefix of each field are constructed. Intuitively, bit vectors represent the matching rules corresponding to the prefix they represent.

The question now is what kind of data structures can be used and how they should be organized? Ideally, any data structure described in Chapter 15 can be used. However, for the sake of discussion, let us assume binary tries. We illustrate the construction of the data structure for the simple two-field classifier shown in Table 16.2. First, we identify the unique prefixes for fields $F_1$ and $F_2$, which are shown in Figure 16.12. Using these unique prefixes, we build two binary tries, one for field $F_1$ ($F_1$ trie) and the other for field $F_2$ ($F_2$ trie). Each

<table>
<thead>
<tr>
<th>Rule</th>
<th>$F_1$</th>
<th>$F_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>00*</td>
<td>00*</td>
</tr>
<tr>
<td>$R_2$</td>
<td>0*</td>
<td>01*</td>
</tr>
<tr>
<td>$R_3$</td>
<td>0*</td>
<td>0*</td>
</tr>
<tr>
<td>$R_4$</td>
<td>10*</td>
<td>10*</td>
</tr>
<tr>
<td>$R_5$</td>
<td>11*</td>
<td>10*</td>
</tr>
<tr>
<td>$R_6$</td>
<td>11*</td>
<td>11*</td>
</tr>
<tr>
<td>$R_7$</td>
<td>0*</td>
<td>10*</td>
</tr>
<tr>
<td>$R_8$</td>
<td>*</td>
<td>11*</td>
</tr>
</tbody>
</table>

**Figure 16.12** Field sets for the example classifier in Table 16.2.
node containing a valid prefix is associated with a bit vector of size 8. The size of the bit vector, as noted earlier, is the same as the number of rules in the classifier.

The bit vector for each prefix is constructed by setting bit $j$ if the prefix corresponding to rule $R_j$ in the classifier matches the prefix corresponding to the node and its prefixes. Notice that in our example, the prefix 00* in field $F_1$ matches 00* and its prefixes 0* and *. These correspond to rules $R_1$, $R_2$, $R_3$, $R_7$, and $R_8$. Hence, the bit vector for the trie node corresponding to 00* has a value of 11100011 where the bits are numbered as 1 through 8 in increasing order from left to right. Similarly, the bit vector for each prefix is constructed. The binary tries for $F_1$ and $F_2$ along with the unique prefixes are shown in Figure 16.13.

Now, when a packet arrives with the header fields $H_1, \ldots, H_k$, the relevant headers that correspond to the fields in the classifier are extracted. Then for each field $i$, the corresponding trie is probed for the longest prefix match and the resulting bit vector $B_i$ is read. Then the intersection of $B_i$ is performed for all $i$ using a bitwise AND operation. The resultant bit vector $B_R$ contains all ones in bit positions that correspond to rules that matched. Since the rules are arranged in the order of cost, the position of the first bit set in bit vector $B_R$ is the position of the rule in the classifier that best matches the packet header.

**Example 16.9** Classifying a packet using bit vectors.

Let us determine how a packet with fields $F_1 = 001$ and $F_2 = 010$ gets classified (Figure 16.13). First, perform a longest prefix lookup in the $F_1$ trie that provides the bit vector 11100011 corresponding to prefix 00*. Next, probe the $F_2$ trie for the longest prefix match resulting in the bit vector 01100000 for the prefix 01*. Then, perform a bitwise AND operation that yields the result bit vector 01100000. Since the lowest bit position in the result bit vector is two, the best matching rule is $R_2$.

Now that we know how the algorithm works, let us turn our attention to analyzing the memory access times and space requirements. Since the bit vectors are $N$ bits in length, computing the bitwise AND requires $O(N)$ operations. It might be argued that in spite of using bitmaps the time complexity is still $O(N)$. If so, why is this approach any better than a linear search on the rules? This is because of the constant factor improvement possible using bitmaps. Since a group of bits is manipulated together in a single operation, constants are much lower compared to a naïve linear search. The size of this group is typically determined by the word size of the memory used. If $w$ is the size of a word in memory, the total number
of memory accesses required for these bit operations is \( \lceil (N \times d)/w \rceil \) in the worst case. Notice that this worst case occurs when a packet does not match any rule in the classifier.

If commodity memory of 32 bits is used, the memory access is brought down by a factor of 32. A customized chip using wide memories, \( w > 1000 \), can even do better. As an example, consider a classifier containing 5000 rules with five dimensions and using a memory of \( w = 500 \) for classification. The number of memory accesses required is \( 5000 \times 5/500 = 50 \). If the access time for the memory is 10 nanosec, the time to classify a packet is 500 nanosec. This implies that we can look up 2 million packets per sec, which is not achievable using naive linear search.

Storage requirements can be calculated by observing that each field can have at most \( N \) distinct prefixes. As a consequence, each trie contains \( N \) bit vectors of size \( N \) bits each. Since there are \( d \) tries, one for each field, the total amount of memory required is \( N \times N \times d \) bits, which translates to \( \lceil N^2 \times d/w \rceil \) memory locations.

To conclude, while the cost of memory accesses is linear in the number of rules, i.e., \( O(N) \), the constant factor of word size of the memory scales it down substantially. If the word size is 1000, the constant factor improvement could be a big gain in practice. However, the scheme suffers from the drawback of memory not being utilized efficiently. Practical observations indicate that the set bits in the bit vector are very sparse. Considerable savings in memory access could be achieved if we can selectively access portions of bit vectors that contain the set bits. In the next section, we outline an algorithm that uses aggregated bit vectors to identify the portions of actual bit vectors that need to be accessed.

### 16.8.2 Aggregated Bit Vector

The main motivation behind aggregated bit vector (ABV), described in [48], is to improve the performance of the Lucent bit vector scheme by leveraging the statistical properties of classifiers that occur in practice. In the Lucent bit vector scheme, in the case where the number of rules is large, the bit vector can be wider than the memory data bus. As a result, retrieving a bit vector requires several sequential memory accesses. To reduce the number of memory accesses, ABV takes advantage of the following observations: (1) the set bits in the bit vector are sparse, and (2) an incoming packet matches only a few rules. For example, in a 50,000 rule classifier, if only 6 bits are set in a bit vector of size 50,000, it is a waste to read the rest of the bits as a substantial number of memory accesses will be incurred. The algorithm uses two key ideas that take advantage of these observations: rule aggregation and rule rearrangement.

The idea behind rule aggregation is to use a reduced-size bit vector that captures partial information from the original bit vector. This allows us to guess about the matching rules without comparing the bits in the original bit vectors. The reduced-size bit vector is called the aggregate bit vector.

For efficiently constructing an aggregated bit vector, an aggregation size \( A \) is selected. The original bit vectors are then partitioned into \( k \) blocks, each of size \( A \) bits, where \( k = \lceil N/A \rceil \). If any of the bits in a block are set to 1, the corresponding bit in the aggregate bit vector is set to 1; otherwise, it remains 0. In other words, each group of \( A \) bits in the original bit vector is simply aggregated to a single bit in the aggregate bit vector. The aggregate size \( A \) can be tuned to optimize the performance of the entire scheme. A natural choice for \( A \) is the word size of the memory that makes it possible to fetch an aggregate bit vector in a single memory access.
FIGURE 16.14 The $F_1$ and $F_2$ tries with original and aggregated bit vectors.

Conceptually, $ABV$ uses the same data structures and bit vectors of size $N$ constructed in the same manner as the Lucent bit vector scheme. In addition, each bit vector is associated with an aggregate bit vector that is built as described above. Figure 16.14 illustrates the $ABV$ scheme using a trie along with the original bit vectors and aggregate bit vectors. The aggregate bit vectors are constructed from the original bit vectors using an aggregation size $A$ of 4 bits. These aggregated bit vectors are shown below their original bit vector in the figure. Note that the original bit vector is stored in blocks of 4 bits so that each of them can be retrieved independently. For example, the original bit vector for the $F_1$ prefix $11^*$ is 00001101. All the first four bits are 0 and hence the first aggregated bit is set to 0. The second aggregated bit is set to 1, since among the next four bits three are set to 1. The resulting aggregated vector is 01, which is shown below the original bit vector in the figure. Also the original bit vector is stored as two blocks, the first block containing the bits 0000 and the second block containing the bits 1101.

Now the search algorithm proceeds as follows. First, an independent search on $d$ packet fields is performed to find the longest matching prefix on their respective tries. This search ends in returning the $A$ bit aggregate bit vector associated with the longest matching prefix. Next, $d$ aggregate bit vectors are intersected using a bitwise AND operation. For each bit set to 1 in the result aggregate bit vector, the corresponding $d$ blocks of the original bit vectors are retrieved from memory and again a bit-wise AND operation is performed. In the resulting bit vector, the matching rules correspond to the bits set to 1.

Example 16.10 Classifying a packet using $ABV$.

Assume that we need to classify the same packet as in Example 16.9 with fields $F_1 = 001$ and $F_2 = 010$ (Figure 16.14). The search for the longest prefix match on the respective tries yields the prefix $00^*$ for $F_1$ and $01^*$ for $F_2$. The aggregate bit vectors 11 and 10 associated with these prefixes are retrieved. A bitwise AND operation on these aggregate bit vectors results in 10. This indicates that the first block of the original bit vectors for the matching prefix of $F_1$ and $F_2$ needs to be retrieved and intersected. The first block for the matching $F_1$ prefix is 1110 and for the $F_2$ prefix is 0110. The intersection of these two partial bit vectors results in 0110. The first bit set to 1 indicates the best matching rule, which is $R_2$. Hence, the number of memory accesses required for intersection of original bit vectors is two, assuming the word size is 4 bits. This presents a savings of 50% when compared with the Lucent
scheme, which requires four memory accesses. This is because the Lucent scheme requires accessing the second blocks of the original bit vectors for two fields.

While aggregation reduces the memory accesses in most cases, it also leads to false matches or false positives. This is due to the lack of information about which bit or bits in the original bit vector have led to a 1 in the aggregated bit vector. The worst case occurs when a false-positive occurs for every aggregated bit. For instance, consider the aggregate bit vectors corresponding to the $F_1$ prefix $00\ast$ and the $F_2$ prefix $10\ast$. A bitwise AND of these aggregate bit vectors results in the bit vector 11. Hence, we need to retrieve both blocks of the original vectors and intersect them. The intersection of the first block (1110 for $F_1$ and 0001 for $F_2$) yields 0000, which might be a surprise even though the corresponding aggregate bit was a 1. This is what we call a false positive in which the intersection of an aggregate bit returns a 1 but there are no valid matching rules in the block identified by the aggregate. Hence, the packets containing the $F_1$ prefix $00\ast$ and the $F_2$ prefix $10\ast$ will incur extra memory access. To reduce the probability of false matches, a method for rearranging the rules in the classifier is proposed so that rules matching a specific prefix are placed close to each other. The details can be found in [48].

### 16.8.3 Cross-Producting

The cross-producting scheme outlined in [662] is motivated by the observation that the number of distinct prefixes for each field is significantly less than the number of rules in the classifier. For instance, our example classifier shown in Table 16.2 contains eight rules, but the number of distinct prefixes for both $F_1$ and $F_2$ is five, which is less than eight. While this reduction might not be much, in large classifiers it can be significant. This scheme, like any other divide and conquer approach, uses independent field searches and the results are combined to find the best matching rule.

Before examining the main idea, let us define what a crossproduct means. A crossproduct is defined as a $d$-tuple formed by drawing one distinct prefix from each field. For our example classifier, the crossproduct $[0\ast, 11\ast]$ is formed by selecting the distinct prefixes $0\ast$ and $11\ast$ from fields $F_1$ and $F_2$, respectively. All the distinct prefixes for the example classifier are shown in Figure 16.12. Since $F_1$ and $F_2$ have five distinct prefixes each, a total of $5 \times 5 = 25$ crossproducts can be formed. The main idea behind utilizing crossproducts to find the best matching rule is based on the following proposition:

**Proposition 16.1.** Given a packet $P$, if we do the longest matching prefix operation for each field $P[i]$ and concatenate the results to form a crossproduct $C$, then the best matching rule for $P$ is identical to the best matching rule for $C$.

**Proof.** Let us prove this key observation by contradiction. Assume that the claim is not true. Since each field in $C$ is a prefix of the corresponding field in $P$, every rule that matches $C$ also matches $P$. Now the case in which $P$ has a different matching rule implies that there is some other rule $R$ that matches $P$ but not $C$. This is possible only if there is some field $i$ such that $R[i]$ is a prefix of $P[i]$ but not of $C[i]$ where $C[i]$ denotes the field $i$ in crossproduct $C$. But since $C[i]$ is a prefix of $P[i]$, this can happen only if $R[i]$ is longer than $C[i]$. However, this contradicts our assumption that $C[i]$ is the longest matching prefix in field $i$. ■
Thus the cross-producing algorithm begins by constructing independent data structures for $d$ field sets, one for each field. These are used for the longest prefix matching operation of the corresponding packet field. To resolve the best matching rule, a table $C_T$ is built consisting of all crossproducts. For each crossproduct in $C_T$, we precompute and store the best matching rule. The field sets and the crossproduct table for the example classifier are shown in Figure 16.15. For now let us not worry about how table $C_T$ is organized as we will examine that later in the section.

For any incoming packet, the crossproduct $C$ is constructed by performing a longest matching prefix on individual fields. Using $C$ as a key, crossproduct table $C_T$ is probed to locate the best matching rule. Hence, classifying a given packet header involves $d$ longest matching prefix operations plus a probe of $C_T$ for the best matching rule. These $d$ prefix lookups can be carried out independently, thus lending to a parallel implementation in hardware.

**Example 16.11 Finding the best matching rule using cross-producing.**

Consider classifying the incoming packet, with values of $F_1 = 000$ and $F_2 = 100$ (Figure 16.15). Probing the independent data structures for the fields yields the longest prefix match for $F_1$ as 00 and for $F_2$ as 10. These prefixes yield the crossproduct (00, 10). The crossproduct is probed into table $C_T$ which yields the best matching rule as $R_7$.

There are various ways in which the crossproduct table $C_T$ can be organized. The simplest is the use of a direct lookup table such as an array. Using such a scheme requires labeling each prefix in the field set and that this label be returned as a result of longest prefix matching for each field. For example, the field sets of $F_1$ and $F_2$ can be labeled separately as $1, 2, 3, 4, 5$ since there are five distinct prefixes. Continuing with Example 16.11, the longest prefix matches for $F_1$ and $F_2$ will yield labels 2 and 4, respectively. From these labels, the index in the array can be determined as $2 \times 4 = 8$, which gives the best matching rule in a single memory access.

Use of a direct index table will require a large amount of memory. Can we reduce the memory consumption? A closer examination of the crossproducts shows that among the
25 entries, only 8 entries contain the original rules, which we call original crossproducts. The remaining ones are generated due to the crossproduct operation. Among the generated crossproducts some of them correspond to the original rule. To be precise, a match of the crossproduct implies a match for one or more of the original rules. For instance, the match for the crossproduct \([00^*, 0^*]\) implies a match of the original rules \(R_1\) and \(R_2\). Such crossproducts are referred to as pseudo-crossproducts. Finally, some of the crossproducts do not map to any original rule such as \([11^*, 00^*]\), which we call empty crossproducts.

Since there can be many empty crossproducts for classifiers containing hundreds and thousands of rules, the problem is mitigated by using a hash table instead of a direct lookup table. Using a hash table could save memory since it needs to store only the original crossproducts and the pseudo-crossproducts.

In spite of such optimizations, the naïve cross-producing algorithms suffer from exponential memory requirements. In the worst case, the number of entries in the crossproduct table can be as many as \(N^d\). Even for smaller values, say, \(N = 50\) and \(d = 5\), the table size can reach as much as \(50^5\) entries! Assuming each entry requires 16 bits, the table needs 596 Mbytes of memory, which is prohibitively large. To reduce the memory, [662] suggest the use of on-demand cross-producing.

ON-DEMAND CROSS-PRODUCTING

The on-demand cross-producing scheme places a limit on the size of the crossproduct table and builds it on a need basis. Instead of building the entire crossproduct table a priori, the entries in the table are incrementally added. For each incoming packet, the longest prefix matching operations are performed on the individual fields and the crossproduct \(C\) is computed as in the naïve cross-producing scheme. Then the crossproduct table is probed using \(C\). If the crossproduct table contains an entry for \(C\), then the associated rule is returned. However, if no entry for \(C\) exists, the best matching rule for \(C\) is computed on the fly and an entry is inserted into the crossproduct table. Thus, it is expected that the first packet that adds such an entry will experience more latency. But subsequent packets with the same crossproduct \(C\) will benefit from fast lookups.

Thus, on-demand cross-producing can improve the building time of the data structure and the storage cost. In fact, the crossproduct table can be treated as a cache. To start with, the table will be empty. As entries are added with the arrival of packets, the table starts filling up. The subsequent addition of new entries may require the eviction of existing entries. Thus, a cache replacement policy that removes entries not recently used has to be implemented.

Since caching packet headers for classification is not considered effective, what suggests that caching based on cross-producing can be any better? It is because a single crossproduct can represent multiple headers. Hence the hit rates for the crossproduct cache can be expected to be much better than standard packet header caches.

16.8.4 Recursive Flow Classification

Recursive flow classification (RFC) attempts to reduce the memory requirements of the naïve cross-producing scheme by first creating smaller crossproducts and combining them in multiple steps to form larger crossproducts. Like the cross-producing scheme, RFC also performs independent parallel searches on the fields of the packet header. The results of these
field searches are combined in multiple steps, unlike naïve cross-producting, which uses a single step. To do this efficiently, RFC uses two techniques:

- It uses equivalence classes (see Appendix B.4) for identifying the set of matched rules at each step. These equivalence classes represent concisely the rules matched by various header fields.
- For merging the results from different fields, RFC uses crossproduct tables to store the precomputed results.

In the next few sections, we develop these concepts by first examining packet classification in one dimension, followed by two dimensions, and then finally extending it to an arbitrary number of dimensions.

**USE OF EQUIVALENCE CLASSES**

Consider the example classifier shown in Table 16.2. To start with, let us consider only one field, say $F_1$, for classification. We can project the two-dimensional rules along the $F_1$ dimension that represents the domain of possible values for field $F_1$. This is shown in Figure 16.16. This dimension can be partitioned into intervals at the endpoints of each rule, and within each interval, a particular set of rules is matched. As can be seen from the Figure 16.16, there are four intervals [000, 001], [010, 011], [010, 101], and [110, 111] for $F_1$. Using these intervals, we partition the set of possible values 000–111 for this field into equivalence classes, where all values in a set match exactly the same rules. For example, $F_1$ values of 000 and 001 match rules $R_1$, $R_2$, $R_7$, and $R_8$ and hence they belong to the same equivalence class. In total, we can

![Figure 16.16](image-url)
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Figure 16.17 Equivalence classes and lookup table for field $F_1$.

<table>
<thead>
<tr>
<th>Equivalence Class</th>
<th>Rules Matched</th>
</tr>
</thead>
<tbody>
<tr>
<td>$EF_{1,0}$</td>
<td>$R_1, R_2, R_7, R_8$</td>
</tr>
<tr>
<td>$EF_{1,1}$</td>
<td>$R_2, R_3, R_7, R_8$</td>
</tr>
<tr>
<td>$EF_{1,2}$</td>
<td>$R_4, R_8$</td>
</tr>
<tr>
<td>$EF_{1,3}$</td>
<td>$R_5, R_6, R_8$</td>
</tr>
</tbody>
</table>

Figure 16.18 Equivalence classes and lookup table for field $F_2$.

<table>
<thead>
<tr>
<th>Equivalence Class</th>
<th>Rules Matched</th>
</tr>
</thead>
<tbody>
<tr>
<td>$EF_{2,0}$</td>
<td>$R_1, R_3$</td>
</tr>
<tr>
<td>$EF_{2,1}$</td>
<td>$R_2$</td>
</tr>
<tr>
<td>$EF_{2,2}$</td>
<td>$R_4, R_5, R_7$</td>
</tr>
<tr>
<td>$EF_{2,3}$</td>
<td>$R_6, R_8$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$F_1$ Value</th>
<th>Equivalence Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>$EF_{1,0}$</td>
</tr>
<tr>
<td>001</td>
<td>$EF_{1,0}$</td>
</tr>
<tr>
<td>010</td>
<td>$EF_{1,1}$</td>
</tr>
<tr>
<td>011</td>
<td>$EF_{1,1}$</td>
</tr>
<tr>
<td>100</td>
<td>$EF_{1,2}$</td>
</tr>
<tr>
<td>101</td>
<td>$EF_{1,2}$</td>
</tr>
<tr>
<td>110</td>
<td>$EF_{1,3}$</td>
</tr>
<tr>
<td>111</td>
<td>$EF_{1,3}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$F_2$ Value</th>
<th>Equivalence Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>$EF_{2,0}$</td>
</tr>
<tr>
<td>001</td>
<td>$EF_{2,0}$</td>
</tr>
<tr>
<td>010</td>
<td>$EF_{2,1}$</td>
</tr>
<tr>
<td>011</td>
<td>$EF_{2,1}$</td>
</tr>
<tr>
<td>100</td>
<td>$EF_{2,2}$</td>
</tr>
<tr>
<td>101</td>
<td>$EF_{2,2}$</td>
</tr>
<tr>
<td>110</td>
<td>$EF_{2,3}$</td>
</tr>
<tr>
<td>111</td>
<td>$EF_{2,3}$</td>
</tr>
</tbody>
</table>

Identify four such equivalence classes, corresponding to each interval. While in this example each interval corresponds to an equivalence class, in general this need not be the case.

Note that two points in the same interval always belong to the same equivalence class. Two intervals are in the same equivalence class if exactly the same rules project onto them. To find the best matching rule, we precompute two tables: one that maps each possible $F_1$ value to its equivalence class and the other that maps the equivalence class to the matched rules. The equivalence classes and the lookup tables for the $F_1$ dimension are shown in Figure 16.17. Similarly, we compute the equivalence classes for dimension $F_2$ and its lookup table, which are shown in Figure 16.18.

Even though symbols are used for equivalence classes in the figures, the actual implementation uses integers so that they can be used to index into another table. Hence they are sometimes referred to as equivalence class identifiers or simply eqIDs. Additionally, the equivalence class table does not store the rules explicitly as depicted in the figures. Instead, a bit vector as outlined in the Lucent bit vector scheme, is stored. The bit vector represents the matching rules by setting the appropriate bit position to 1. Now let us see an example of how a packet classification occurs in a single field.
Example 16.12  Classifying a packet on a single field.

Suppose we want to find the matching rules of a packet whose $F_1$ value is 001. Indexing into the $F_1$ lookup table using 001 shown in Figure 16.17 yields the equivalence class $EF_{1-0}$. Next, a lookup in the equivalence class table for $EF_{1-0}$ indicates the matched rules as $R_1$, $R_2$, $R_7$, and $R_8$. The rule $R_1$ is then declared the best matching rule since it occurs first in the order.

Of course, for the above one-dimensional classification example, there is no need for a separate equivalence class table. Instead of storing the $eqID$ in the lookup table, the best matching rules can be directly stored, avoiding the lookup into equivalence class table. However, as we shall see later, the equivalence class tables provide a compact representation for intermediate results for classification on multiple fields.

Use of Cross-Product Tables

Now let us extend the concept of equivalence classes to two-dimensional lookups involving fields $F_1$ and $F_2$. A packet’s $F_1$ value can be used to lookup its one-dimensional tables in Figure 16.17 to obtain the $eqID$. This indicates the set of rules matched by $F_1$. Similarly, the $F_2$ value is used to lookup its one-dimensional tables in Figure 16.18. The resultant $eqID$ represents the set of rules matched by $F_2$. However, what we are really interested in is the set of rules matched by both fields $F_1$ and $F_2$.

The intersection of the set of rules matched by $F_1$ and those matched by $F_2$ will provide the needed solution. However, computing such an intersection on the fly can be too expensive, especially if there are many rules (if there are $N$ rules, an $N$-bitwise AND operation will be required, as we saw in the Lucent bit vector scheme). Hence, we compute the results of these intersections a priori and store them in a two-dimensional lookup table $D$, referred to as the crossproduct table.

Each entry in this two-dimensional crossproduct table $D$ represents a set of rules matched by both fields $F_1$ and $F_2$. One dimension of the table $D$ is indexed by the $eqID$s of $F_1$ and the other by the $eqID$s of $F_2$. Since the same set of matched rules may occur more than once in $D$, we assign a new set of $eqID$s that represents these classes so that the table entries of $D$ contain only $eqID$s. If the matched rules by fields $F_1$ and $F_2$ are denoted by $eqID$s $m$ and $n$, respectively, then the entry $D[m][n]$ contains the $eqID$ that represents the intersection of rules matched by both $F_1$ and $F_2$. Alternatively, these new equivalence classes represent distinct regions in the two-dimensional space of $F_1$ and $F_2$. Referring to Figure 16.16, it can be seen that there are nine distinct regions, each corresponding to an equivalence class.

Now let us see how we can precompute each entry in the two-dimensional crossproduct table. For the sake of discussion, let $a$ represent the $eqID$ for dimension $F_1$ and $b$ for $F_2$. First, look up the set of rules matched by equivalence classes $a$ and $b$. Second, compute the intersection of both the sets and identify the equivalence class to which the result belongs. Then store it as the entry for $D[a][b]$. The new equivalence classes and the resulting two-dimensional crossproduct table are shown in Figure 16.19. In Figure 16.19, the entry $D[EF_{1-0}][EF_{2-0}]$ contains the $eqID$ EC-1. The entry corresponding to EC-1 in the equivalence class table indicates the rules matched for $eqID$s $EF_{1-0}$ from $F_1$ and $EF_{2-0}$ from $F_2$. Note that the crossproduct table $D$ is conceptually similar to the crossproduct table in the naïve cross-producing scheme.
16.8 Divide and Conquer Approaches

To perform classification, we need the one-dimensional lookup tables for field $F_1$ and $F_2$ and the two-dimensional crossproduct table and the final equivalence class table that maps the final result $eqID$ to the matched rules. Now let us walk through an example of classifying a packet involving two fields using the tables shown in Figure 16.17, Figure 16.18, and Figure 16.19.

**Example 16.13 Classifying a packet on two fields.**

Consider classifying the packet with field values $F_1 = 000$ and $F_2 = 010$. We first search the $F_1$ lookup table for 000, which gives the result $EF_1-0$ (Figure 16.17). Next we search the $F_2$ lookup table for 010, which results in $EF_2-1$ (Figure 16.18). Using these $eqIDs$, $EF_1-0$ and $EF_2-1$, we index the two-dimensional crossproduct table to find the rules matched by both $F_1$ and $F_2$, which gives us $EC_2$. Finally, using the equivalence class table in Figure 16.19, we find that the rule $R_2$ matches the incoming packet, which is declared the best matching rule.

The final step can be eliminated by storing only the best matching rule directly in the crossproduct table. For instance, instead of storing $EC_2$, the rule $R_2$ could be stored. A pipelined implementation for classifying packets using two fields is shown in Figure 16.20.

**Extending to $d$-Dimensions**

As we saw earlier, classification in two dimensions requires finding a pair of equivalence class identifiers and precomputing a two-dimensional crossproduct table to map those $eqIDs$ to a single $eqID$. Extending it to three dimensions requires finding three equivalence class identifiers, say $x$, $y$, and $z$, one for each field, that indicate the matched rules by the corresponding field. Identifying rules that match all three dimensions requires computing the intersection of these three sets of rules.
A straightforward approach is to use a three-dimensional crossproduct table where each entry \( D[x][y][z] \) is precomputed by finding the intersection of the sets of rules matched in equivalence classes \( x \), \( y \), and \( z \). This is similar to naïve cross-producing and, as we have seen earlier, does not scale very well because of large memory requirements.

An alternate approach is to use multiple two-dimensional crossproduct tables. To classify a packet in three dimensions, we can use two such two-dimensional crossproduct tables: one that merges the \( eqID \) \( x \) and \( eqID \) \( y \) to produce a single \( eqID \), say \( a \), which identifies the matching rules for both \( x \) and \( y \); and the other that combines the \( eqID \) \( z \) and \( eqID \) \( a \) to another single \( eqID \), say \( b \), which identifies the intersection of the rules matched by \( a \) and \( z \). The \( eqID \) \( b \) corresponds to the set of rules matched by all three header fields.

This idea can be extended to handle \( d \) dimensions using \( d - 1 \) separate two-dimensional tables. The purpose of each table is to merge two \( eqID \)s into one \( eqID \). Hence, with \( d - 1 \) two-dimensional crossproduct tables, \( d \) \( eqID \)s can be reduced to just one. The order in which these \( eqID \)s are combined will influence the contents of the tables that need to be precomputed.

A structure called a reduction tree is used to represent the order in which the \( eqID \)s are merged. Each node in the tree represents a crossproduct table and the children represent the source of \( eqID \)s used to index into the table. Note that many reduction trees are possible when the number of stages is greater than two. In such cases, RFC chooses the one that requires minimum memory.

In terms of performance, assuming the lookup proceeds from one stage to another in a sequential fashion, the number of memory accesses required is \( O(P) \), where \( P \) is the number of stages. For a pipelined implementation, it will be \( O(1) \). From a memory perspective, combining a pair of fields might require as much as \( N^2 \) memory since each field can have at most \( N \) distinct values and hence for \( d \) dimensions, the worst case is \( N^d \). This corresponds to \( N^d \) classification regions, as we saw in Section 16.6.1. However, the real-life classifiers, as noted in [275], have only \( O(N) \) regions instead of the worst case \( N^d \), which requires \( O(N^d) \) memory for both RFC and naïve cross-producing.

The simplicity and performance of RFC come at the cost of memory inefficiency. Memory usage for less than 1000 rules can range anywhere from a few hundred Kbytes to over 1 Gbytes of memory depending on the number of stages. The crossproduct tables used for
aggregation also require significant precomputation for the proper assignment of an equivalence class identifier for the combination of the eqIDs of the previous steps. Such extensive precomputation precludes dynamic updates at high rates.

16.9 Tuple Space Approaches

Another unique approach to packet classification on multiple fields uses the notion of tuple space, which narrows the scope of a search by partitioning the rules using tuples. Before taking a look at the informal definition of a tuple, it is necessary to define a prefix length. Recall from Chapter 15, the number of bits specified in a prefix is referred to as the prefix length. A tuple represents a unique combination of prefix lengths of each field specified in the rules. There can be many tuples for a given classifier since the prefix lengths can be different for each rule and for each field. Such a resulting set of tuples defines the tuple space.

The main motivation behind this approach is that although classifiers contain many prefixes in the rules, the number of distinct prefix lengths tends to be small. As a result, the number of unique tuples is much less than the number of rules in the classifier. Hence, a linear search on the tuples might be more efficient than a linear search on the rules. In the worst case, the number of tuples can be as many as $N$, the number of rules in the classifier, which occurs rarely in practice.

For a concrete understanding of tuples, consider the example classifier shown in Table 16.2. The distinct prefix lengths for field $F_1$ are 0, 1, and 2. Similarly, the distinct prefix lengths for field $F_2$ are 1 and 2. Hence, the tuple space consists of $\{(0, 1), (0, 2), (1, 1), (1, 2), (2, 1), (2, 2)\}$ for a total of six tuples, one for each combination of prefix lengths from $F_1$ and $F_2$. Notice that this is less than the number of rules in the classifier, which is eight.

Formally, a tuple $T$ is defined as a vector of $d$ lengths, one for each field in the classifier. A rule in the classifier maps to tuple $T$, if for all $i$, the length of the prefix specified in field $F_i$ consists of exactly $T[i]$ bits. For example, rule $R_7$ in the example classifier maps to tuple $(1, 2)$.

<table>
<thead>
<tr>
<th>Rule</th>
<th>$F_1$</th>
<th>$F_2$</th>
<th>Tuple</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>00*</td>
<td>00*</td>
<td>(2, 2)</td>
</tr>
<tr>
<td>$R_2$</td>
<td>0*</td>
<td>01*</td>
<td>(1, 2)</td>
</tr>
<tr>
<td>$R_3$</td>
<td>0*</td>
<td>0*</td>
<td>(1, 1)</td>
</tr>
<tr>
<td>$R_4$</td>
<td>10*</td>
<td>10*</td>
<td>(2, 2)</td>
</tr>
<tr>
<td>$R_5$</td>
<td>11*</td>
<td>10*</td>
<td>(2, 2)</td>
</tr>
<tr>
<td>$R_6$</td>
<td>11*</td>
<td>11*</td>
<td>(2, 2)</td>
</tr>
<tr>
<td>$R_7$</td>
<td>0*</td>
<td>10*</td>
<td>(1, 2)</td>
</tr>
<tr>
<td>$R_8$</td>
<td>*</td>
<td>11*</td>
<td>(0, 2)</td>
</tr>
</tbody>
</table>

**Figure 16.21** Mapping of rules in Table 16.2 to tuples.
since its prefix length for $F_1$ is 1 bit and for $F_2$ is 2 bits. Figure 16.21 shows the mapping of the example classifier rules to the tuples.

### 16.9.1 Tuple Space Search

The basic tuple space search approach performs an exhaustive search of the tuple space. Recall that a tuple specifies the valid bits of its constituent rules. Hence, we can probe the tuples for matching rules using a fast exact match technique such as hashing. For each tuple $T$, we associate a hash table $H(T)$ that contains all the rules mapped to $T$. To map a rule, we first identify the tuple $T$ it belongs to, using the prefix lengths of its fields. Then we construct a key by concatenating the prefix bits of the rule specified by the tuple. Using this key, the rule is inserted into $H(T)$. For instance, the rule $R_7$ belongs to tuple (1, 2) since its prefix lengths for fields $F_1$ and $F_2$ are 1 and 2, respectively. Now the key “010,” generated by concatenating the prefix bits specified in the rule, is used to insert rule $R_7$ in the hash table for tuple (1, 2). Figure 16.22 shows the contents of the hash table for each tuple.

The search algorithm decomposes a packet classification request into a number of exact match lookups into tuple hash tables. When a packet arrives, a search key is formed by concatenating the required number of bits from the packet header fields as specified by the first tuple $T$. Using this key, the hash table $H(T)$ is probed for an exact match. If there is a match for a rule, it is recorded as $R_{\text{best}}$, the best matching rule so far. The process is repeated for each $T$ and if there is a match, say $R$, then it is compared with $R_{\text{best}}$ and $R_{\text{best}}$ is updated, if needed. After all the tuples have been examined, $R_{\text{best}}$ contains the best matching rule.

**Example 16.14** Finding the best matching rule using tuple space search.

Consider classifying a packet with the values of 101 and 100 for fields $F_1$ and $F_2$, respectively. The search starts with the tuple (0, 2) using the key “10,” generated from the first two bits of field $F_2$ in the packet. Note that tuple (0, 2) does not involve any bits from field $F_1$. This key “10” is used to probe the hash table for tuple (0, 2) and we find that rule $R_8$ matches. Now $R_8$ is kept track of as $R_{\text{best}}$. For the next tuple (1, 1), the key “11” is generated, which does not match any rule, and the search moves to the next tuple (1, 2). Again, the generated key 110 does not match any rule, leaving $R_8$ still the best matching rule. Finally, tuple (2, 2) is examined. The key “1010” matches rule $R_4$. Since $R_4$ is a better matching rule than $R_8$, $R_{\text{best}}$ is updated with $R_4$. There are no more tuples to be examined and, therefore, $R_4$ is declared to be the best matching rule.

<table>
<thead>
<tr>
<th>Tuple</th>
<th>Hash Table Entries</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 2)</td>
<td>$R_8$</td>
</tr>
<tr>
<td>(1, 1)</td>
<td>$R_3$, $R_2$, $R_7$</td>
</tr>
<tr>
<td>(1, 2)</td>
<td>$R_1$, $R_4$, $R_5$, $R_6$</td>
</tr>
</tbody>
</table>

**Figure 16.22** Contents of tuple hash tables.
While the search strategy might be straightforward, the search cost is proportional to the number of distinct tuples \( M \). In practice, \( M \) tends to be much smaller than the number of rules \( N \) in the classifier. Hence, a linear search through the tuple set is likely to outperform the linear search of rules in the classifier. The algorithm lends itself to parallel implementation since the probes into separate tuples can be performed independently. However, the challenge lies in providing guaranteed worst-case lookup performance due to the unpredictability of the number of rules mapping to a single tuple.

Reference [660] indicates that using this scheme on a modest set of real-life classifiers reduces the number of searches by a factor of four to seven relative to an exhaustive search of all the rules in the classifier. The amount of storage required is \( O(N) \) since each rule is stored only once in one of the hash tables. The main drawback of this algorithm is the use of hashing, which makes the time complexity of searches and updates nondeterministic.

### 16.9.2 Tuple Space Pruning

The key idea behind a pruned tuple space search [660] is to reduce the scope of an exhaustive search of tuples by performing independent searches on each field of the rules to find a subset of candidate tuples. It accomplishes this by first searching for an individual longest prefix match in each field and then probing only the tuples that are compatible with these individual matches.

The motivation behind tuple space pruning is that, in practice, classifiers seem to have very few prefixes for a given IPv4 address irrespective of whether it is a source or destination. Studies in [658] have shown that any IPv4 address in backbone routing tables has no more than six matching prefixes. In such cases, a naïve tuple search may require searching as many as \( 32 \times 32 = 1024 \) tuples since each IPv4 address can be as long as 32 bits. However, using the observation as a heuristic, we might have to examine a total of only \( 6 \times 6 = 36 \) tuples. This represents a cost savings of having to probe \( 1024 - 36 = 988 \) tuples.

Let us illustrate tuple pruning using the example classifier in Table 16.2. We begin by constructing individual tries for both \( F_1 \) and \( F_2 \) prefixes as shown in Figure 16.23. Nodes that contain valid prefixes of rules store a list of tuples. These tuples contain the rules in the associated hash table that specify the prefix. In Figure 16.23, the shaded nodes represent the prefixes and the tuples they belong to are indicated adjacent to each node. Note that some nodes can have more than one tuple. A search on data structure begins by performing independent searches of \( F_1 \) and \( F_2 \) tries. The result of each search provides a list of candidate tuples for each field that corresponds to the longest prefix match. The final candidate list of tuples is constructed by the intersection of the tuple lists returned by the individual search.

**Example 16.15** Classifying a packet using tuple space pruning.

Consider the classification of a packet with values \( F_1 = 010 \) and \( F_2 = 100 \) (Figure 16.23). Examining the \( F_1 \) trie, we find that the longest prefix matching \( 0^* \) and the corresponding tuples are \((1,1)\) and \((1,2)\). Similarly, examining the \( F_2 \) trie provides the tuples \((1,2)\) and \((2,2)\). After intersecting these results, we get the tuple \((1,2)\). Hence the hash table associated with tuple \((1,2)\) is examined and we find that the best matching rule is \( R_7 \). ▲
An attentive reader might notice that this approach is very similar to the parallel bit vector discussed in Section 16.8.1. While both schemes use independent matches in each field, the Lucent bit vector scheme searches through rules as opposed to tuples. Since the number of tuples grows much slower than the number of rules, the tuple pruning should scale better than the Lucent bit vector scheme.

16.10 Decision Tree Approaches

So far we have discussed two high-level approaches to packet classification on multiple fields. Our last approach examines the use of decision trees for multifield packet classification. A decision tree stores a single rule or a small list of possible matching rules at each leaf. The internal nodes contain enough information to guide the classification to a leaf node. During classification, a search key is constructed from the packet header fields. The tree is traversed using either individual bits or a subset of bits from the search key to make branching decisions at each node of the tree until a leaf node is reached. If the leaf node contains a single rule, then it is declared to be the best matching rule. In the other case, where a list of rules is stored in the leaf node, a linear search is required to identify the best matching rule.

A decision tree can be generalized by different parameters or degrees of freedom, as discussed below. Each degree of freedom offers a choice of various values from which to choose. A specific combination of choices for each degree of freedom generates a class of decision trees. Clearly, many such classes of decision trees are possible. Hence, it is worth taking a detailed look at these degrees of freedom to sharpen our understanding before delving into the details of the algorithms based on decision trees.

- **Sequential vs. interleaved search of the fields:** In trie-based schemes, described in Section 16.5, we saw that the search works only one field at a time. In these schemes, all the bits of field $F_1$ are tested before the search moves on to the bits of the next field $F_2$. Another interesting choice is to interleave the bit tests for all fields. For instance, in the root node, the fifth bit of a destination address field can be examined and if it is 0, the nineteenth bit in the source address field of the child node should be examined. Such interleaving allows the flexibility to locally optimize decisions at each node by choosing the next bit to test.
• **Bit test vs. range test for branching:** During search, at each node either a single bit or multiple bits in the search key can be examined to choose the next branch to follow. The use of a single bit limits the number of branches to two, while multiple bits can have many branches. Multiple branches have a tendency to reduce the height of the tree, which in turn could reduce the number of memory accesses. Multiple bits employ range checks such as $35 < S < 48$ for a given source address $S$. Range checks are slightly more general than bit tests.

• **Single rule vs. multiple rules in leaf nodes:** This degree of freedom allows the choice of either storing a single rule or multiple rules in the leaf nodes. Storing multiple rules in the leaf node reduces the overall storage required. However, a linear search will be needed when the search reaches the leaf node. As an example, consider a decision tree with 5000 leaves, each consisting of three rules. If we were to store only one rule per leaf node by increasing the height of the decision tree, this could require as much as $3 \times 5000 = 15,000$ extra nodes of storage. Hence, to balance storage with time, it might be advantageous to allow a small amount of linear searching at the end of tree search.

Based on these degrees of freedom, we can infer that trie-based schemes represent a class of decision trees with the choices of sequential search of fields, bit test for branching, and single rule in leaf node. In the next few sections, we examine a few decision tree algorithms based on geometrical cutting [276], [745]. Some of the decision tree approaches outlined are reminiscent of multi-attribute indexing methods in relational database systems such as grid file [528] and spatial indexing methods in geographic information systems such as $R$-tree [278], $R^*$-tree [65], $R^+$-tree [628], and quad-tree [619].

### 16.10.1 Hierarchical Intelligent Cuttings

Hierarchical intelligent cuttings (HiCuts) [276] is another important approach. The notion of “cutting” comes from viewing the packet classification problem geometrically. Recall from Section 16.6.1 that each rule defines a $d$-dimensional rectangle in $d$-dimensional space. This $d$-dimensional space is cut or partitioned into equal-sized regions based on certain decision criteria. HiCuts uses heuristics that exploit the characteristics and structure of the classifier to arrive at the criteria of picking the dimension to partition and determining the number of cuts needed.

HiCuts preprocesses the classifier and builds a decision tree. The root node of the decision tree covers the entire $d$-dimensional space, which is partitioned into smaller geometric subspaces by cutting across one of the $d$ dimensions. These smaller geometric subspaces are represented by child nodes. Each subspace is recursively subdivided until no subspace has more than $\texttt{binth}$ (bin threshold) number of rules.

On receiving an incoming packet, its header fields are used to traverse a decision tree. The internal nodes contain information to guide the classification to a leaf node. The rules in the leaf node are then sequentially searched to determine the best matching rule. The tree is constructed such that the total number of rules stored in a leaf node is bounded by $\texttt{binth}$ threshold. The characteristics of the decision tree such as its depth, degree of each node, and the local search decision to be made at each node are chosen during the preprocessing of the classifier.
Since the decision tree does not preclude an internal node containing more than two pointers, a fast mechanism is needed to access the correct child pointer. By using simple array indexing, we can choose the appropriate child pointer in one memory access regardless of the number of children at a node. To understand how the array indexing works, consider a single dimension. Now imagine a 5-bit address space that is partitioned into four equally spaced ranges $[0, 7]$, $[8, 15]$, $[16, 23]$, and $[24, 31]$. Each range can be associated with a pointer that is stored as four consecutive elements in an array. To retrieve the pointer corresponding to a point, say 25, we can compute the quotient of 25 divided by the range width, which is 8. Since the quotient is 3, it retrieves the fourth element, assuming that the array indices start at 0. Hence the root node and internal nodes store a one-dimensional array the size of which is determined by the number of cuts, with each element containing a pointer to a child node.

A HiCuts partitioning of two-dimensional space for the example classifier is shown in Figure 16.24 and its decision tree is shown in Figure 16.25. In this example, we set the thresholds such that each leaf node contains at most two rules and an internal node may contain at most four children. As mentioned earlier, the root node represents the entire two-dimensional space. To keep the discussions simple, this two-dimensional space is divided into four equal partitions using the cuts $A$, $B$, and $C$ along the $F_1$ dimension. These cuts yield the child nodes $S$, $T$, $U$, and $V$ of the root node in the decision tree. The root node stores the pointers to these nodes in an array since the cuts yield equal-sized regions. The region of node $U$ contains the rule $R_4$ and similarly node $V$ contains the rules $R_5$ and $R_6$. If node $S$ were to be a leaf node, then it should contain the four rules $R_1$, $R_2$, $R_7$, and $R_8$, which is not allowed by the threshold. Hence we need to further subdivide this partition across dimension $F_2$ into two equal partitions using cut $D$ as shown in Figure 16.25. The new nodes $W$ and $X$ contain two rules each, which is allowed by the threshold, and hence there is no need for further partitioning. Similarly, node $T$ is further subdivided to contain the leaf nodes $Y$ and $Z$.

**Figure 16.24** Geometric representation of HiCuts.
**Example 16.16** Packet classification using HiCuts decision tree.

An incoming packet with values for $F_1 = 000$ and $F_2 = 010$ is classified by first examining the root node (Figure 16.25). Based on the number of cuts across the $F_1$ dimension, we find that the value of $F_1 = 000$ falls on the range covered by the child stored at an array index of 0 and the search descends down to node $S$. At node $S$, the cut is across dimension $F_2$. We find that the $F_2 = 010$ value falls in the range of the child located at an array index of 0. It leads to node $W$ and the rules $R_1$ and $R_2$. Each of these rules is examined one at a time and finally $R_2$ is declared to be the best matching rule. The classification of the packet required two memory accesses to reach the leaf node and another two memory accesses to linearly traverse the rules.

As can be seen, HiCuts decision trees are a class of generalized decision trees characterized by an interleaved search of fields, range test for branching, and storing of multiple rules in the leaf node. The algorithm uses various heuristics to select the decision criteria at each node that minimize the height of the tree while controlling the amount of memory used.

- **Choice of number of cuts:** The number of cuts to be made is determined by a binary search algorithm suggested in [276]. The algorithm keeps doubling the number of cuts $C$ until the storage space estimate for $C$ becomes more than the predefined threshold. The storage cost for $C$ cuts is computed by the sum of the rules assigned to each of the $C$ cuts.

- **Choice of field:** Several approaches for selecting the field to cut have been suggested in [276]. One approach is to select a dimension that leads to the most uniform distribution of rules across nodes to create a balanced decision tree. Another simpler approach is to choose the field that has the largest number of distinct values. Hence the heuristic will select field $F_2$.

- **Maximize the reuse of child nodes:** With real-life classifiers, it is possible that many child nodes have identical sets of rules. In such cases storing each child separately leads to an increase in storage. Instead, a single child for each identical set is used, and the other child nodes with the same set of rules can point to this node.
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The preprocessing algorithm uses the first two heuristics at every node in a repeated fashion until all the leaves have no more than binth rules. Due to the considerable preprocessing required, this scheme does not readily support incremental updates.

16.10.2 HyperCuts

In HiCuts, each internal node in the decision tree represents only the cuts in one dimension, irrespective of how many cuts are made in that dimension. Of course, the next logical question is why we cannot introduce cuts across multiple dimensions rather than a single dimension at each node. Intuitively, this can reduce the height of the decision tree, thereby reducing the number of memory accesses. A variant of HiCuts, called HyperCuts, outlined in [643], is a decision tree algorithm that takes advantage of this observation by introducing multiple cuts across multiple dimensions simultaneously. By forcing the cuts to create uniform regions, HyperCuts allows the efficient retrieval of pointers using array indexing.

Let us illustrate the HyperCuts algorithm using the example classifier in Table 16.2. For simplicity of discussion, consider the same set of cuts described in HiCuts and indicated in Figure 16.25, except that cut D is further extended along the F1 dimension. The main difference is that cuts A, B, C, and D are applied simultaneously. This results in the new decision tree shown in Figure 16.26. As can be seen, the height of this tree is just one as compared to a height of three for the decision tree of HiCuts. However, the number of pointers from the root node has increased to six.

To speed up the search on an internal node, we can choose the same array indexing scheme as described in HiCuts except that it is extended to multiple dimensions as long as the width of the cuts is fixed in each dimension. In our example classifier, the root node is represented as a two-dimensional array of size \(4 \times 2 = 8\) since the cuts across dimension \(F_1\) divide it into four equal regions, and similarly a single cut across dimension \(F_2\) divides it into two equal regions. However, only six of the pointers are used since two regions do not have any rules mapped.

Each internal node in the decision tree is associated with the information about the number of cuts across each dimension and the array of pointers for child nodes. Each time a packet arrives, the decision tree is traversed based on the information in the packet header to find a leaf node. Each leaf node stores a set of matching rules that is linearly traversed as in HiCuts to find the best matching rule that matches the packet.

A main drawback is that combining cuts in several dimensions can increase storage. For example, consider a HiCuts decision tree in which the root node has a single cut of \(F_1\), which
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FIGURE 16.26  HyperCuts decision tree for rules in Table 16.2.
leads to two nodes $A$ and $B$. Assume that $A$ uses another five cuts on $F_2$ and $B$ uses three cuts on $F_2$. The total amount of storage required for pointers is $2 + 6 + 4 = 12$. In HyperCuts, if we were to combine all the fields in a single node, the amount of storage required will be $2 \times 6 \times 4 = 48$ pointers. This is four times what is required for HiCuts.

In general, the decision tree approach provides a general framework characterized by various degrees of freedom. Using various choices for these degrees of freedom, there can be many potentially different algorithms with different performance characteristics and applicability in practice.

Performance experiments show that these decision tree approaches work well in practice except on classifiers that contain a large number of wildcards in one or more fields. Both HiCuts and HyperCuts do well for classifiers on edge routers since they have a simple structure using rules on source destination pairs. On classifiers in core routers, HyperCuts outperform HiCuts by a factor of 2 or 3 while utilizing an order of magnitude less memory than HiCuts.

16.11 Hardware-Based Solutions

So far, most of the solutions that we have discussed are algorithmic approaches. Due to the fast growth in Internet traffic, algorithms that can scale to millions of classification searches per second, millions of rules are needed. In the past few years, the industry has been increasingly employing TCAMs for performing packet classification since the searches can proceed in parallel irrespective of the number of rules. Unlike algorithmic approaches whose performance is highly dependent on the structure of the rules and classifiers, TCAMs perform an exhaustive search of rules in a memory cycle. The following section describes the use of TCAM in detail.

16.11.1 Ternary Content Addressable Memory (TCAM)

TCAM devices allow a parallel search over all rules in the classifiers. TCAMs differ from standard SRAM in their ability to store a “Don’t Care” state in addition to a binary digit. Input keys are compared against every TCAM entry, thereby enabling them to retain single clock cycle lookups for arbitrary bit mask matches.

A TCAM stores each $W$-bit field as a $(\text{value}, \text{bitmask})$ pair where value and bitmask are each $W$-bit numbers. For example, if $W = 4$, a prefix $01\ast$ is stored as the pair $(0100, 1100)$. An element matches a given input key $k$ by checking if those bits of value for which the bitmask bit is 1 match those in the key $k$. To be precise, a key $k$ matches a stored $(\text{value}, \text{bitmask})$ pair if $k \& \text{bitmask} = \text{value} \& \text{bitmask}$, where $\&$ denotes a bitwise AND.

As we saw in Chapter 15, such a matching paradigm works well for prefix matching of IP addresses but is not well-suited to matching fields with ranges (e.g., port number range). The usual way to handle such a range specification is to replace each rule with several rules, each covering a portion of the desired range. This requires splitting the range into smaller ranges that can be expressed as $(\text{value}, \text{bitmask})$ pairs. For example, the range 2–10 can be partitioned into a set of prefixes 001\ast, 01\ast, 100\ast, and 1010.

Use of TCAMs for classifying packets is similar to the use of TCAMs for address lookup, which is shown in Figure 15.27. A single TCAM stores all the rules. How can a single entry in the TCAM array store a rule consisting of multiple fields? Actually, a simple partitioning of the bits of TCAM entries can accommodate both fields. For instance, when TCAM entries are
8 bits wide, we can assign the first 4 bits for field $F_1$ and the remaining 4 bits for field $F_2$. For storing rule $R_5$, the $F_1$ prefix and the $F_2$ prefix are expanded to 10XX and 11XX, respectively, and their concatenation 11XX10XX is stored as the value field. Similarly, the bitmask for the $F_1$ prefix (1100) and the $F_2$ prefix (1100) are concatenated and stored as 11001100 in the bitmask field. The TCAM entries for all the rules of Table 16.2 are shown in Figure 16.27.

The order in which the prefixes are stored in TCAM corresponds to the priority ordering of rules. For an incoming packet, the interesting field values are extracted and passed as keys into the appropriate TCAM array. Each TCAM array compares the input key against every element in the array in parallel and outputs an $N$-bit bit vector. The $N$-bit bit vector indicates which rules match the input key and is passed through an $N$-bit priority encoder. The priority encoder indicates the address of the highest priority rule that matched. This address can be used to index into the RAM to find the action associated with the rule.

TCAMs are increasingly being deployed because of their simplicity and speed. They are becoming available in configurations with up to 18 Mbits, roughly half the size of the largest SRAMs. An 18-Mbit TCAM offers enough storage for up to 128K IPv4 rules, which is large enough to meet most near-term needs for general packet classification. Both faster and denser TCAMs can be expected in the near future. There are, however, some disadvantages to TCAMs—high cost per bit and high power consumption, as discussed earlier in Section 15.9.2. When used for packet classification, TCAMs have another disadvantage, storage inefficiency.

The storage inefficiency occurs due to the presence of ranges in some of the fields of the rules. These arbitrary ranges need to be converted into prefixes. In the worst case, a range covering a $w$-bit field may require $2(w - 1)$ prefixes. If a rule contains two fields with range
specifications, it would require as many as \(2(w - 1)^2\) prefixes. Analysis of real-life classifiers indicates that the amount of TCAM storage required, in the worst case, is seven times the size of the classifier. Recent studies [181], [393], [654] and [760] seems to mitigate these issues.

### 16.12 Lessons Learned

In this chapter, so far, we have studied in detail algorithmic approaches and hardware-based approaches to packet classification. While theoretical worst-case complexities of these algorithms in terms of speed and memory consumption can be derived analytically, insights about how these algorithms perform in practice will be useful.

For the simpler case of classifying packets in two dimensions, trie-based approaches seem to work well. Among the trie-based approaches, the grid-of-tries approach provides fast search and scalable while consuming less memory.

As expected, the RFC algorithm outperforms other algorithmic approaches in search speed by effectively exploiting the characteristics of real-life classifiers, however, at the expense of memory. It does not support easy dynamic updates and its preprocessing time seems unpredictable. Hence, it might be better suited to applications in which memory is not an issue, dynamic changes are infrequent, and the search speed is more important.

The Lucent bit vector scheme provides comparable performance for medium-sized classifiers containing a few thousand rules and it consumes much less memory compared to RFC. Since it employs bitwise AND on all the bits representing the rules for identifying the matching ones, it does not scale well for larger classifiers. The aggregated bit vector scheme attempts to mitigate this by using summary bits; however, it suffers from false positives, leading to unpredictable average case search times. The dynamic updates for the Lucent bit vector scheme are slow as many bit vectors need to be reconstructed and typically the entire data structure is rebuilt.

For larger classifiers, the decision tree approaches seem to be attractive and provide a better trade-off between speed and memory. These approaches work well in practice with the exception of databases that contain large numbers of wildcards in one or more fields. However, the performance of decision tree approaches is governed by various parameters that are not characterized.

In general, the search time in the average case achieved by algorithmic approaches is based on exploiting certain assumptions and characteristics of the classifiers in practice. It is not clear whether these assumptions will continue to hold true in the future unless they are extensively validated. Hence, the worst-case performance of these algorithmic approaches might be much worse in reality.

However, solutions based on TCAM are independent of such assumptions because of an exhaustive search of the rules and at the same time provide the fastest search speed. Even though TCAMs have their own disadvantages of high power consumption and rule blowup due to port ranges, recent research in this direction seems to mitigate some of these issues.

Although this chapter discussed some of the principles employed in devising solutions for the packet classification algorithm, this is not the end. The reader is encouraged to think about other creative approaches that could lead to better algorithms.
16.13 Summary

The problem of packet classification is significant since it provides a way to discriminate packets and enables many differentiated services. We identified the key performance requirements of a packet classification algorithm as the number of memory accesses it needs and the amount of storage it occupies.

We started our discussion with naïve algorithms. We then studied algorithms for the simpler case of classifying packets using two fields. These algorithms are extensions of trie-based algorithms used for IP address lookup. After the discussion of these algorithms, we outlined various approaches for classifying a packet in arbitrary number of dimensions—divide and conquer, cross-producting, tuple space, and decision tree. We then described algorithms using each approach. Finally, we concluded the chapter with a discussion of hardware solutions using TCAMs.

Further Lookup

The survey papers by [277] and [686] provide a comprehensive coverage of the various algorithms for packet classification. In addition, two doctoral dissertations [273] and [658] summarize different classes of algorithms, and identify their asymptotic complexities and their pros and cons. Furthermore, an excellent overview of the various packet classification algorithms with sufficient insights about their performance and implementation can be found in [712, Chapter 12].

A study of the NSFNET backbone [141] indicates the possible use of caching to improve route lookup performance. Other studies [99], [455], [696] show that sufficient locality is present in the Internet traffic that can benefit by caching classification results. Li et al. [407] study how the caching architectures can be tuned, given limited silicon resources, to perform fast classifications. Use of approximate caches for packet classification using bloom filters is described in [120].

Set pruning tries and many optimizations to reduce its space occupancy are presented in [171], [572] and [734]. An FIS-tree data structure for packet classification in two fields is proposed in [220]. Another two-dimensional scheme that extends the quadtree for spatial data representation for packet classification is described in [101]. The grid-of-tries is described in [662].

There are a number of divide and conquer approaches; for example, the Lucent bit vector scheme [392], and the aggregate bit vector scheme [48]. A variation of the aggregation bit vector scheme that reduces the false positives while still keeping the benefit of bit vector aggregation is outlined in [406]. Cross-producting scheme is described in [662]. Gupta et al. [275] presented the RFC scheme that constructs partial crossproducts and combines them into the final crossproduct in multiple stages. Spitznagel [655] study a compressed representation for the tables used in RFC that trades memory accesses for space. Taylor et al. [687] presented the Distributed Cross-Producing of Field Labels that transforms the problem of aggregating the results from independent field searches into a distributed set membership query.

The tuple space approaches were presented in [660]. A detailed discussion about basic tuple search and pruned tuple search and an analysis of their performance relative to other approaches can be found in [658]. Srinivasan et al. [659] presented an Entry-Pruned Tuple Search algorithm that optimizes tuple space pruning by not maintaining separate lookup data.
structures for each field. Instead, the pruning information is maintained as a bitmap of tuples, which is then associated with the matches in the tuples.

The use of decision tree approaches for packet classification was described in [276], [745]. Hypercuts, presented in [643], allows the cuts to be on multiple dimensions and, in addition, proposes several storage-related optimizations.

TCAMs are used for packet classification. Spitznagel et al. [654] proposed the use of partitioned TCAMs to reduce power consumption and extension for storing arbitrary port ranges in TCAMs and also suggested how to partition TCAMs to dramatically reduce power consumption and propose extensions that eliminate the storage inefficiency for an arbitrary range of filters.

### Exercises

16.1. Review questions:

(a) In your own words, define the packet classification problem.

(b) What are the different type of matches allowed in packet classification rules?

(c) Why is backtracking required in hierarchical tries?

(d) What is the main disadvantage of a set pruning trie?

(e) What is time complexity for classifying a packet in grid-of-tries?

(f) What is space complexity of grid-of-tries? Compare it with set pruning tries.

(g) How do the Lucent bit vector scheme and aggregated bit vector scheme differ?

(h) Can you explain the disadvantage of the cross-producting scheme?

(i) What are the disadvantages of using TCAM?

16.2. A router performs a route lookup followed by classification. If the route lookup operation takes 15 nanosec, how much time is available for packet classification to sustain a data rate of 40 Gbps with an average packet size of 100 bytes?

16.3. Can you give an example of a three-field classifier that shows the failure of grid-of-tries in finding the best matching rule?

<table>
<thead>
<tr>
<th>Rule</th>
<th>$F_1$</th>
<th>$F_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>0*</td>
<td>10*</td>
</tr>
<tr>
<td>$R_2$</td>
<td>0*</td>
<td>01*</td>
</tr>
<tr>
<td>$R_3$</td>
<td>0*</td>
<td>1*</td>
</tr>
<tr>
<td>$R_4$</td>
<td>00*</td>
<td>1*</td>
</tr>
<tr>
<td>$R_5$</td>
<td>00*</td>
<td>11*</td>
</tr>
<tr>
<td>$R_6$</td>
<td>10*</td>
<td>1*</td>
</tr>
<tr>
<td>$R_7$</td>
<td>11*</td>
<td>00*</td>
</tr>
<tr>
<td>$R_8$</td>
<td>*</td>
<td>00*</td>
</tr>
</tbody>
</table>
16.4. For the rules shown in Table 16.3, construct a hierarchical trie. What is the best matching rule for a packet with $F_1 = 0011$ and $F_2 = 0011$? How many memory accesses are required?

16.5. Draw a set pruning trie for the rules shown in Table 16.3. How many memory accesses are required to classify a packet with $F_1 = 0011$ and $F_2 = 0011$? Compare it with the hierarchical trie.

16.6. In the set pruning trie of Exercise 16.5, what is the maximum number of accesses required to classify a packet?

16.7. Construct a grid-of-tries using the rules in Table 16.3. Describe the steps involved in classifying the packet with $F_1 = 0011$ and $F_2 = 0011$?

16.8. Construct a Lucent bit vector data structure for the rules in Table 16.3. Use a bitmap of size 8 bits for representing the rules. For classifying a packet with $F_1 = 0011$ and $F_2 = 1111$, identify how many memory accesses will be required.

16.9. Calculate the overall memory required for the Lucent bit vector data structure in Exercise 16.8. Assume a size of 4 bytes for a trie pointer and 8 bits for each bitmap.

16.10. Construct a crossproduct table for the rules shown in Table 16.3.

16.11. Construct a table that maps rules to tuples, followed by a tuple space hash table for the rules shown in Table 16.3.

16.12. Draw the geometric view of the rules in Table 16.3 and identify the number of distinct regions.

16.13. Construct a HiCuts decision tree for the rules shown in Table 16.3.

16.14. Given an 8-bit wide TCAM, represent the rules specified in Table 16.3.
Part V: Toward Next Generation Routing

In this part, we bring together three routing paradigms: packet switching, circuit switching, and transport routing. Transport routing addresses the paradigm of routing in which a high-bandwidth entity such as OC-3 can be set up on a semi-permanent basis that can possibly have a considerable lag time for set up; with the new generation of switching equipment, it would be possible to set up transport routing and provisioning very quickly. In general, in the next generation routing, all three paradigms are likely to be juxtaposed together where all three operate on different time scales.

In Chapter 17, we first start with a discussion on request arrivals, quality of service, and the time unit on decision on routing for different service needs to show where different routing paradigms fit in. We then present quality of service routing for service classes with one or more attributes. We show the relation between QoS routing, dynamic call routing in PSTN, and widest path routing.

We present MPLS and GMPLS in Chapter 18. In both cases, the connection set up is typically for a virtual path that would serve as a bearer link to service networks (such as IP or PSTN) that requires such services. Along with this chapter, the reader may want to read Chapter 24 to understand the basic premise of transport routing as a general framework.

In Chapter 19, we discuss traffic engineering for MPLS networks. It may be noted that MPLS can be bearer for IP services where the unit of information is at the packet level; however, it is also possible for MPLS to be a bearer for virtual private networking, in which paths may be on a semi-permanent basis. Based on the deployment mode of an MPLS network, path set up and configuration can also be done on a short notice using RSVP-TE signaling.

In Chapter 20, we present VoIP routing in the IP-PSTN environment. This chapter brings different issues from packet and call routing into one place; in doing so, addressing issues from IP addressing, E.164 addressing, and SS7 addressing are considered together along with ISUP and SIP signaling issues and interworking.
The more precisely the position is determined, the less precisely the momentum is known in this instant, and vice versa.

Werner Heisenberg

Reading Guideline

Quality of Service routing includes aspects from both the circuit-switched world and the packet-switched world. Thus, some knowledge of circuit switching is helpful. In addition, understanding the material on dynamic call routing in the telephone network (Chapter 10) and its traffic engineering (Chapter 11), along with the link state routing protocol (Chapter 3) and the shortest and widest path routing algorithms (Chapter 2), is helpful in getting the most out of this chapter.
Quality of Service (QoS) is an important issue in any communication network; typically, this can be viewed from the perception of service quality. Eventually any service perception needs to be mapped to network routing, especially since QoS guarantee is required for a particular service class.

In this chapter, we discuss what QoS routing means and how different routing algorithms covered in this book may be extended to fit the QoS routing framework. Finally, we present a representative set of numerical studies with which we can understand the implications of different routing schemes and roles played by different network controls.

17.1 Background

We start with a brief background on QoS and QoS routing.

QUALITY OF SERVICE

To discuss Quality of Service routing, we first need to understand what Quality of Service means. Consider a generic request arrival to a network; if this request has certain resource requirements that it explicitly announces to the network at the time of arrival, then QoS refers to the network’s ability to meet the resource guarantees for this request.

To understand QoS, we will first consider a network link; no routing is considered at this point. Assume that a request arrives at this network link for a 1-Mbps constant data rate. If the network link had bandwidth available that is more than 1 Mbps, then it can certainly accommodate this request. Thus, the arriving request received the specified QoS. Implicit in this is that the QoS will be continually met as long as this request is active; in other words, for the duration of the request, the QoS is met.

Suppose that the network link at the instant of the request arrival has less available bandwidth than the requested bandwidth. In this case, the request cannot be served. When there are many arriving requests requiring resource guarantees and the network link cannot accommodate them, another aspect related to QoS emerges. This aspect of QoS considers that arriving requests usually receive the service guarantee requested with an acceptable probability of not being turned away; in other words, blocking should not be high. That is, the blocking probability of arriving requests is another important consideration in regard to QoS. When we consider from this viewpoint, it is easy to see that traffic engineering and capacity expansion also play crucial parts in regard to QoS since if the network is not engineered with a reasonable capacity level, the likelihood of a request facing blocking would be high. Thus, blocking probability is an important factor in the perception of QoS and is traditionally known as grade of service (GoS).

In general, the term QoS is used much more broadly than its use in this chapter in the context of QoS routing. For example, “a network meets QoS” can be interpreted as meeting delay requirements through a network, not necessarily for a specific request.

QoS ROUTING

Consider now a network instead of just a link. Then for an arriving request that requires guaranteed resources, the network would need to decide what resources it has in its different links and paths so that the request can be accommodated. Thus, QoS routing refers to a network’s ability to accommodate a QoS request by determining a path through the network.
that meets the QoS guarantee. Furthermore, an implicit understanding is that the network’s performance is also optimized. In this sense, QoS routing cannot be completely decoupled from traffic engineering.

**QoS Routing Classification**

What are the types of resource guarantees an arriving request might be interested in? Typically, they are bandwidth guarantee, delay bound, delay jitter bound, and acceptable packet loss. We have already described a bandwidth guarantee. Delay bound refers to end-to-end delay being bounded. Jitter requires a bit of explanation. In a packet-based network, packets that are generated at equal spacing from one end may not arrive at the destination with the same spacing; this is because of factors such as delay due to scheduling and packet processing at intermediate routers, interaction of many flows, and so on. In real-time interactive applications such as voice or video, the interpacket arrival times for a call are equally spaced when generated, but may arrive at the destination at uneven time spacing; thus, interpacket delay is known as jitter. Packet loss refers to the probability of a packet being lost along the path from origin to destination.

Consideration of these four factors would, however, depend on whether the network is a circuit-based network or a packet-based network. To discuss this aspect and the critical elements related to QoS routing, we also need to consider time granularity in regard to an arriving request. By considering three time-related factors, arrival frequency, lead time for set up, and the duration of a session/connection, we broadly classify requests into three types as listed in Table 17.1. There are very specific outcomes of these classifications. In Type A, the network technology is either packet-switched or circuit-switched where circuit-switched networks require bandwidth guarantee while packet-switched networks may have one or all of the requirements: bandwidth guarantee, delay bound, jitter bound, and acceptable packet loss. However, Type B is generally circuit-oriented where a permanent or semi-permanent bandwidth guarantee is the primary requirement; there is very little about on-demand switching. Routing for the Type B classification is traditionally referred to as circuit routing (for example, see [596, p. 136]); in recent literature, circuit routing is commonly known as transport network routing (covered in Chapter 24). Between Type A and Type B, there is another form of routing where some overlap of time granularity is possible. We classify this type that has overlapping regions as Type C; for example, routing for this type of service can be accomplished in MPLS networks and will be discussed later in Chapter 19.

Of these classifications, QoS routing arises for a Type A classification. It is thus helpful to consider a taxonomy for QoS routing to understand the relationship between networking paradigms and QoS factors (see Figure 17.1). In figure, we have included an identifier

<table>
<thead>
<tr>
<th>Type</th>
<th>Average arrival frequency</th>
<th>Lead time for setup</th>
<th>Duration of session</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type A</td>
<td>Subsecond/seconds time frame</td>
<td>A few seconds</td>
<td>Minutes</td>
</tr>
<tr>
<td>Type B</td>
<td>Day/week time frame</td>
<td>Weeks</td>
<td>Months to years</td>
</tr>
<tr>
<td>Type C</td>
<td>Multiple times a day</td>
<td>Minutes</td>
<td>Minutes to hours</td>
</tr>
</tbody>
</table>
in parentheses for ease of illustration. First note that classification Q.1.a refers to routing in the current circuit-switched telephone network. You may note that we have already covered hierarchical and dynamic call routing in a telephone network in Chapter 10. An important point to note is that both hierarchical and all variations of dynamic call routing fall under Q.1.a in terms of meeting QoS. It may be noted that old hierarchical call routing meets the bandwidth guarantee of a new request if admitted; however, hierarchical call routing is not as flexible as dynamic call routing schemes and requires more bandwidth to provide the same level of service. This then helps in seeing that traffic engineering efficiency is an implicit requirement of QoS routing, a primary reason why dynamic call routing was pursued in the telephone network. A broader point is that QoS routing can be accomplished by different routing schemes—the drivers for QoS routing are developing routing schemes that address issues such as performance benefit, cost, routing stability, management, and so on. Thus, in general, dynamic or adaptive routing is preferred over fixed routing. Classification Q.1.a is a very important area in network routing. Besides circuit-switched voice, many problems in optical routing also fall under classification Q.1.a; this will be discussed later in Chapter 25.

Classification Q.1.b is an extension of Q.1.a. Multirate, multiservice circuit-switched QoS routing refers to the case in which there are more than one service classes and an arriving request for each service class has a different bandwidth requirement as opposed to Q.1.a, where all arriving requests have the same bandwidth requirement, for example, the current wired telephone network where per-request bandwidth is 64 Kbps. In case of Q.1.b, service classes are rigid and the bandwidth requirement of a request in each class is an integral multiple of the base bandwidth rate. If the base bandwidth rate in the circuit-switched voice network is 64 Kbps, then a switched video service can be defined as, say, 384 Kbps, which is then six times the base bandwidth rate. It may be noted that among the dynamic call routing schemes discussed earlier in Chapter 10, real-time network routing (RTNR), discussed in Section 10.6, has been deployed to handle multiple classes of services.

FIGURE 17.1 QoS routing taxonomy.
For the packet-switched branch of QoS routing, there are two aspects to consider: single attribute or multiple attributes. By single attribute, we mean only a single criterion, such as the bandwidth requirement, is used as a metric for a request that is considered for QoS routing. By multiple attributes, we mean that more than one factor, such as bandwidth and delay, is being considered for QoS routing. Note that we do not distinguish here by rates as we have done with Q.1.a and Q.1.b, although theoretically it is possible to discuss single rate and multiple rate. The reason this is grouped together is that packet-switched networks are usually not designed with a single bandwidth rate in mind—any arbitrary bandwidth rate is generally usable due to the packet switching nature. It is, however, indeed possible to deploy a private packet network, for example, a private voice over IP (VoIP) packet network, where all voice calls have the same data rate. Thus, Q.2.a has some aspects of Q.1.b, with the additional flexibility of arbitrary data rate of a request. For classification Q.2.b, multiple criteria are required to handle the decision-making process for an arriving request. This will be discussed in detail later in this chapter.

For both Q.2.a and Q.2.b, there are two possibilities in terms of path consideration: either a single path is considered, or paths are cached for alternate paths consideration. Note that for Q.1.a and Q.1.b, it has been common to consider path caching; in fact, a single path is rarely considered and is not shown in this classification.

**Defining a Request and Its Requirement**

You may note that so far we have not defined a request. Typically, in a circuit-switching context, a request is labeled as a call; in a packet-switching context, especially in IP networking, a QoS request is labeled as a flow, while terms such as SIP call or VoIP call are also often used.¹ For a discussion on SIP, refer to Chapter 20. Note that the usage of the term flow here is not to be confused with network flow or link flow described earlier in Chapter 4.

When a call request arrives, there is a call setup phase that can typically perform functions such as route determination, signaling along the path to the destination, and QoS checking before the call is setup; in essence, a call request must always face a call setup time delay before it can be connected—this is also known as postdial delay; certainly, this should be minimized. For the services that require a QoS guarantee, the call setup phase needs to ensure that the QoS guarantee can be provided for the entire duration of the call; otherwise, the call request is denied by the network.

**General Observations**

It is quite possible that a network may not have the functionality to guarantee that it can meet QoS for an arriving request, but yet has the resources to meet the request. An IP network without integrated services functionality falls into this category. For example, a VoIP call can receive QoS in an IP network without the network explicitly having the ability to provide a guarantee at the time of request arrival. This can be possible, for example, if the network is engineered properly, or overprovisioned. In general, overprovisioning is not desirable since, after all, a network does cost real money in terms of capacity cost, switching cost, and so on.

¹There is yet another terminology in the networking literature: call flows. This term refers to the flow or sequence diagram of messages in regard to establishing or tearing down a call over an SS7 network or in a SIP environment or when translation is required at a gateway going from SS7 to SIP, or vice versa.
Finally, much like best-effort traffic services, QoS routing can also have two components: intradomain and interdomain. Most of this chapter is focused on intradomain QoS routing. We will briefly discuss interdomain QoS routing at the end.

### 17.2 QoS Attributes

In the previous section, we mentioned the following factors in terms of attributes: residual bandwidth, delay, jitter, and packet loss. Note that any of these attributes are applicable under classification Q.2, while bandwidth is the only one applicable for classification Q.1. We will now discuss how to classify these attributes in terms of metrics.

Suppose that an arriving request has requirements for bandwidth, delay, jitter, and packet loss identified by $b$, $\tau$, $\zeta$, and $L$, respectively. The important question is how are measures for these factors accumulated along a path in terms of satisfying the guaranteed requirement of an arriving call? To understand this, we will consider a path that is made up of three links numbered 1, 2, and 3, and current residual bandwidth, delay, jitter, and packet loss measures for link $i$ as $b_i$, $\tau_i$, $\zeta_i$, and $L_i$ ($i = 1, 2, 3$), respectively. We can then list the path measures as follows:

<table>
<thead>
<tr>
<th>Type</th>
<th>Path measure</th>
<th>Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth</td>
<td>$\min(b_1, b_2, b_3)$</td>
<td>$\geq \bar{b}$</td>
</tr>
<tr>
<td>Delay</td>
<td>$\tau_1 + \tau_2 + \tau_3$</td>
<td>$\leq \tau$</td>
</tr>
<tr>
<td>Jitter</td>
<td>$\zeta_1 + \zeta_2 + \zeta_3$</td>
<td>$\leq \bar{\zeta}$</td>
</tr>
<tr>
<td>Packet loss</td>
<td>$1 - (1 - L_1)(1 - L_2)(1 - L_3)$</td>
<td>$\leq \bar{L}$</td>
</tr>
</tbody>
</table>

You can see that the packet loss measure is a nonadditive multiplicative measure; however, it can be looked at from another angle. If $L_i$ ($i = 1, 2, 3$) is very close to zero, which is typically the case for packet loss, again due to traffic engineering requirements, the expression for path measure can be approximated as follows (see Appendix B.8):

$$1 - (1 - L_1)(1 - L_2)(1 - L_3) \approx L_1 + L_2 + L_3.$$  \hspace{1cm} (17.2.1)

Thus, the packet loss measure becomes an additive measure. We can then classify the different attributes into two groups in terms of metric properties:

- **Additive:** Delay, jitter, packet loss
- **Nonadditive (concave):** Bandwidth

Broadly, this means that from a routing computation point of view, delay, jitter, and packet loss metrics can be classified under shortest path routing while the bandwidth requirement metric falls under widest path routing. It may be noted that a buffer requirement at routers along a path for an arriving request requiring a QoS guarantee is another possible metric that falls under the nonadditive concave property; however, unlike the rest of the metrics discussed so far, a buffer requirement is checked as the call setup signaling message is propagated along the path chosen, rather than being communicated through a link state advertisement.

To summarize, for classification Q.2, both additive and nonadditive concave metrics are possible, while for classification Q.1 only nonadditive concave is appropriate. In the next section, we will discuss adaptations of shortest path routing and widest path routing for a request requiring a QoS guarantee.
17.3 Adapting Shortest Path and Widest Path Routing: A Basic Framework

Out of different attributes classified into two categories, we will use one metric each from additive and nonadditive (concave) metric properties for our discussion here. Specifically, we will use delay for the additive property and bandwidth requirement for the nonadditive property. We assume here the reader is familiar with shortest path routing and widest path routing described earlier in Chapter 2. You may note that the discussion in this section is applicable only to classification Q.2.

From our discussion in Part I of this book, we know that applicability of a particular routing algorithm for a packet-switched network depends on whether the network is running a distance vector protocol or a link state protocol. While the basic idea of shortest path or widest path routing would work under both these protocol concepts, we will assume here that a link state protocol framework is used since most well-known intradomain routing protocol frameworks are link state based.

17.3.1 Single Attribute

We first consider that requests have a single additive metric requirement in terms of delay attribute. A simple way to adapt the shortest path routing algorithm paradigm here is by using delay as the link cost metric. Suppose a request arrives with the delay requirement no greater than $\tau$.

For an arriving request requiring a guaranteed delay requirement of $\tau$, do the following:

- Compute the shortest delay using the shortest path first algorithm (Algorithm 2.4);
- if the result is less than $\tau$, then admit the request; otherwise, deny the request.

Note that the request arrives for a particular destination. Thus, unlike the standard shortest path first (SPF) algorithm, here the shortest path computation must be computed only for the specific destination of a request. Consider again Algorithm 2.4 in Chapter 2; in step 3, once a new node $k$ is identified with the minimum cost path, it can be checked whether this $k$ is the destination of the request; if so, the algorithm can stop. At this point, this delay cost is then compared against the arriving request’s delay requirement; if met, the request is accepted, otherwise it is denied.

What if the single metric is in terms of the bandwidth requirement of a request? This scenario is similar to the delay-based scenario. Suppose that an arriving request has a bandwidth requirement of $b$. Then, we can use the following rule:

For an arriving request with a guaranteed bandwidth requirement of $b$, do the following:

- Compute the widest path using Algorithm 2.8 for the specific destination; if this value is higher than $b$, then admit the request; otherwise, deny the request.

In many instances, it is desirable to obtain the widest path with the least number of hops for the path. Although this is sometimes referred to as the shortest-widest path, it is not a good name since shortest does not indicate the context in which this is meant. Thus, we will refer to it as the least-hop-widest path. How do we find the widest path with the least number of
hops? Consider again Algorithm 2.8; In step 3 of this algorithm, \(k\) in \(S'\) with the maximum residual bandwidth is determined. Instead of storing just one \(k\), the list of nodes where the maximum residual bandwidth is attained is determined. If this list happens to have more than one element, then \(k\) is chosen so that it is the least number of hops from source node \(i\). In essence, this means that if there are multiple paths with maximum residual bandwidth, choose the one with the least number of hops; if there are still such multiple paths, one is randomly selected. In the same manner, a least-hop-minimum delay path can be determined when a delay metric is used.

### 17.3.2 Multiple Attributes

In this case, consider an arriving request specifying that both the delay as well as the bandwidth requirement must be satisfied. This can be addressed from the point of view of which factor is to be considered the dominant factor: delay or bandwidth; this, however, depends on which is found: a bandwidth feasible path while the delay is minimized, or a delay feasible path while maximizing available bandwidth.

Again, we can adapt the widest path and shortest path routing framework. To determine the minimum delay path that satisfies the bandwidth requirement of a request, we can initialize any link that does not meet the bandwidth requirement temporarily as a link with infinite delay; this method of considering a nonadditive metric requirement with an additive shortest path computation is generally known as constrained shortest path routing. Instead, if we were to determine a maximum residual bandwidth, i.e., the widest path while meeting the delay requirement, we can initialize any link that does not meet the delay requirement by temporarily setting the residual link bandwidth to zero; this form can be classified as constrained widest path routing. Note that for a constrained shortest path, the constraint is on bandwidth, while for a constrained widest path, the constraint is on delay. For source node \(i\) and destination node \(v\), we present both routing algorithms in Algorithm 17.1 and Algorithm 17.2 for completeness. The notations are summarized in Table 17.2. Chapter 2 may also be consulted for comparison.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i)</td>
<td>Source node</td>
</tr>
<tr>
<td>(v)</td>
<td>Destination node</td>
</tr>
<tr>
<td>(N)</td>
<td>List of all nodes</td>
</tr>
<tr>
<td>(N_k)</td>
<td>List of neighboring nodes of (k)</td>
</tr>
<tr>
<td>(S)</td>
<td>List of nodes considered so far</td>
</tr>
<tr>
<td>(S')</td>
<td>List of nodes yet to be considered</td>
</tr>
<tr>
<td>(\tau_{ij})</td>
<td>Link delay on link (i)-(j) (set to (\infty) if the link does exist, or not to be considered)</td>
</tr>
<tr>
<td>(T_{ij})</td>
<td>Delay from node (i) to node (j)</td>
</tr>
<tr>
<td>(b_{ij})</td>
<td>Residual bandwidth on link (i)-(j) (set to 0 if the link does exist, or not to be considered)</td>
</tr>
<tr>
<td>(B_{ij})</td>
<td>Bandwidth available from node (i) to node (j)</td>
</tr>
</tbody>
</table>
17.3 Adapting Shortest Path and Widest Path Routing: A Basic Framework

ALGORITHM 17.1 QoS minimum delay path with bandwidth feasibility

\[ S = \{ i \} \quad \text{\(\land\) permanent list; start with source node \( i \)}
\[ S' = N \setminus \{ i \} \quad \text{\(\land\) tentative list (of the rest of the nodes)}
\]

for (\( j \) in \( S' \)) do
   // check if \( i,j \) directly connected and link has required bandwidth \( \tilde{b} \)
   if (\( \tau_{ij} < \infty \) and \( b_{ij} \geq \tilde{b} \)) then
      \( T_{ij} = \tau_{ij} \) // note the delay cost
   else
      \( \tau_{ij} = \infty; T_{ij} = \infty \) // mark temporarily as unavailable
   endif
endfor

while (\( S' \) is not empty) do // while tentative list is not empty
   \( T_{\text{temp}} = \infty \) // find minimum-delay neighbor \( k \)
   for (\( m \) in \( S' \)) do
      if (\( T_{km} < T_{\text{temp}} \)) then
         \( T_{\text{temp}} = T_{km}; k = m \)
      endif
   endfor
   if (\( T_{ik} > \tau \)) then // if minimum delay is higher than delay tolerance
      'No feasible path exists; request denied'
      exit
   endif
   if (\( k == v \)) then exit // destination \( v \) found, done
   \( S = S \cup \{ k \} \quad \text{\(\land\) add to permanent list}
   \( S' = S' \setminus \{ k \} \quad \text{\(\land\) delete from tentative list}
   for (\( j \) in \( N_k \cap S' \)) do
      if (\( T_{kj} > T_{ik} + \tau_{kj} \) and \( b_{kj} > \tilde{b} \)) then // if delay is less via \( k \)
         \( T_{kj} = T_{ik} + \tau_{kj} \)
      endif
   endfor
   endwhile
   if (\( T_{iv} \leq \tau \)) then // final check, if the path meets delay requirement
      'Request accepted'
   else
      'No feasible path exists; Request denied'
   endif

17.3.3 Additional Consideration

We next consider a general question: can we provide QoS routing in a packet environment where buffer guarantee at routers is also required? For this, assume that the packet network is an integrated services environment. For a request requiring bandwidth guarantee on demand, we need to consider also whether the router’s scheduling algorithm can guarantee requests in terms of buffering, in addition to bandwidth guarantee on links. This brings in the issue of scheduling with routing. It has been shown that this combined problem can be addressed with a polynomial time algorithm that factors in capacity and constrained shortest path [766].
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ALGORITHM 17.2 QoS widest path with delay feasibility

\[ S = \{i\} \] // permanent list; start with source node \( i \)
\[ S' = N \setminus \{i\} \] // tentative list (of the rest of the nodes)
for ( \( j \) in \( S' \) ) do
  if \( i-j \) directly connected and link has required bandwidth \( b \)
    if ( \( b_{ij} > \bar{b} \) and \( \tau_{ij} < \infty \) ) then
      \( B_{ij} = b_{ij}; T_{ij} = \tau_{ij} \)
    else
      \( b_{ij} = 0; B_{ij} = 0; \tau_{ij} = \infty; T_{ij} = \infty \) // mark temporarily as unavailable
    endif
endo for
while (\( S' \) is not empty) do // while tentative list is not empty
  \( B_{temp} = 0 \) // find neighbor \( k \) with maximum bandwidth
  for ( \( m \) in \( S' \) ) do
    if ( \( B_{im} > B_{temp} \) ) then
      \( B_{temp} = B_{im}, k = m \)
    endif
  endfor
  if ( \( B_{ik} < \bar{b} \) ) then // bandwidth is higher than the request tolerance
    No feasible bandwidth path exists; request denied
    exit
  endif
  if ( \( k == v \) ) then exit // destination \( v \) is found; done
  \( S = S \cup \{k\} \) // add to permanent list
  \( S' = S' \setminus \{k\} \) // drop from tentative list
  for ( \( j \) in \( N_k \cap S' \) ) do // path has higher bandwidth
    if ( \( B_{ij} < \min(B_{ik}, b_{kj}) \) ) then
      \( B_{ij} = \min(B_{ik}, b_{kj}) \)
      \( T_{ij} = T_{ik} + \tau_{kj} \)
    endif
  endfor
endo while
if ( \( B_{iv} \geq \bar{b} \) ) then // final check; if path meets bandwidth requirement
  'Request accepted'
else
  'No feasible path exists; Request denied'
endif
end procedure

17.4 Update Frequency, Information Inaccuracy, and Impact on Routing

In the previous section, we have provided the computational framework for QoS routing for classification Q.2 by considering single or multiple attributes. What is missing is how often attribute information is obtained and/or when the computation is performed. To discuss these important aspects, we will again assume that a link state framework is used.

Ideally, it appears that if a node knows the state of each link in terms of the applicable attributes (either single or multiple) \textit{instantaneously}, it can then invoke routing computation. There are, however, practical limitations on this utopian view:

- First, an instantaneous update is almost impossible in a real network; very frequent updates can lead to excessive information exchange, which can overload a network. In fact,
it has now become a common practice in many routing protocols to include a hold-down
time to assert that no updating of information is allowed that is more frequent than the
hold-down time. Also note that if a particular link state is advertised too frequently due
to a legitimate change in the link state status, some form of dampening is still applied
by a receiving node to avoid having an undesirable performance consequence, and be-
fore flooding to its neighboring node; as an example of a similar situation, see Section 8.9
addressed for the border gateway protocol (BGP).

- Second, there are two possibilities in regard to routing computation: (1) perform the com-
  putation periodically, or (2) perform it on demand for every arriving request. The second
  option is usually avoided since an important requirement in QoS routing services is that
  the call setup time, also known as postdial delay, for an arriving request is as small as pos-
  sible. There is an important lesson to be learned here from RTNR (refer to Section 10.6).
  In an almost fully mesh network environment with a separate signaling (SS7) network for
  link state message exchanges, RTNR was initially intended to be deployed with per call
  computation in mind; in actuality, the computation is based on the information queried
  for the previous call in order to avoid increasing postdial delay to an undesirable level. For
  a general packet network, performing routing computation on demand for each arriving
  request can be taxing on the CPU load of the node—thus, this is also not desirable.

- Finally, it is not hard to realize that if the link state information obtained at a node is de-
  layed due to periodic/asynchronous update or dampening, i.e., the link state information
  is somewhat stale or inaccurate. Due to such inaccurate information, it is questionable if
  it is worth doing a per-call routing computation.

To summarize, for QoS routing, it is more appropriate to perform a routing computation
periodically than on a per-call basis and build a routing table. Taking this entire scenario into
account, the arrival of link state information and the timing of the routing computation are
depicted in Figure 17.2. It may be noted that due to the periodic computation framework,
instead of executing a constrained shortest path or constrained widest path on a per-pair
basis, it can be performed on a source to all destination basis, albeit with the option that for
a specific pair the computation can be triggered if needed. In any case, it is important to note
that if there is a network link failure, usually link state flooding and routing computation are
triggered immediately so that changes can be accommodated by each node.

There is, however, an important consequence of periodic/update and periodic routing
table computation. Suppose that the routing is hop-by-hop and each node has only one entry
for each destination identified by the next hop. When an actual request arrives, there may not
be enough resources along the path (dictated by the routing table) to establish the call. Thus,
this request is denied entry, which then affects the overall call-blocking probability. Note that
just being locked into one path during two consecutive routing computations does not nec-
essarily mean that all arrivals will be blocked during this window; it is important to note
that during this time window, some exiting calls might be overreleasing resources that can
be used by newly arrived calls (for example, refer to Figure 11.1). In any case, to maintain the
GoS aspect of QoS, there are two possibilities: (1) updates must be done frequently enough so
that the newly obtained path does not block too many calls, or (2) the network is engineered
with enough capacity/resources so that the overall blocking effect is maintained at an accept-
able level. The first option belongs to traffic engineering while the second option belongs to capacity expansion. Note that it is also important to maintain the GoS aspect of QoS to avoid excessive user-level retry in case calls are blocked.

Since an important goal of QoS routing is to provide good traffic engineering, we may ask the following question: can we consider more than one path from a source to a destination? This will partly depend on whether the network is capable of providing hop-by-hop routing and/or source routing. In the case of hop-by-hop routing, the only option for multiple paths is if there are two paths of equal cost, i.e., equal-cost multipath (ECMP). It is difficult to find multiple equal-cost paths in a constrained-based routing environment. In a source routing environment, multiple paths can be cached ahead of time, which then leads to the possibility of alternate routing options.

17.5 Lessons from Dynamic Call Routing in the Telephone Network

There has been extensive experience with alternate routing for dynamic call routing for the telephone network; see Chapter 10 for details and also Section 11.6. First, we summarize the typical network environment for dynamic call routing in telephone networks:

- The network is fully mesh, or nearly fully mesh.
- Calls attempt a direct link path first (if available); then an alternate path is attempted; alternate paths are made of at most two links.
- The path cost is nonadditive, concave.
- The alternate paths to be considered and the number of such paths to be cached depend on specific routing schemes.
- Call setup can be based on progress call control or originating call control.
- In the presence of originating call control, a call crankback can be performed to try another path, if such a path is listed in the routing table.
- Routing schemes use a link state framework.
• Link state update, setup messages, and crankback messages are carried through out-of-band signaling, for example, using an SS7 network.

• The main performance measure is minimization of call-blocking probability, which can dictate the choice of a routing scheme. However, factors such as messages generated due to call setup, crankback, and link state updates can also be deciding factors.

There are key lessons learned from such a dynamic call routing environment:

• In general, a dynamic call routing scheme increases throughput, but has a metastability problem beyond a certain load to capacity ratio in the network.

• A trunk reservation feature is used to protect a direct link from being excessively used by alternate routed calls to avoid metastable behavior. In essence, trunk reservation works as a link-level admission control. An important consequence that sounds counterintuitive is that a network may not accept a call even if it has capacity under certain conditions.

• For effective traffic engineering, especially under overload conditions, several control measures such as dynamic overload control, call gapping, and hard to reach may need to be invoked.

To reiterate, dynamic call routing in a telephone network is operating for single-rate homogeneous service—all are voice calls requiring the same amount of bandwidth for the duration of the call. The first question then is what changes in regard to a heterogeneous service environment where arriving calls require differing bandwidth. This is discussed in the next section.

17.6 Heterogeneous Service, Single-Link Case

To understand an important difference going from a single-rate service case to a multiple-rate service case, we illustrate a performance scenario that has important implications for QoS routing. Note that this analysis requires some understanding of offered load in Erlangs (Erls) and call blocking, discussed earlier in Section 11.2 using just a single link without the presence of routing. The results discussed below are summarized in Table 17.3.

Consider a service that requires 1 Mbps of bandwidth during the duration of the call. Assume that the link capacity is 50 Mbps; thus, this link can accommodate at most 50 such calls simultaneously, that is, the effective capacity of the link is 50. Assume that the call arrival pattern is Poisson with an average call arrival rate at 0.38 per second, and that the average duration of a call is 100 seconds. Using Eq. (11.2.2), we can determine that the offered load is $0.38 \times 100 = 38$ Erls. Furthermore, using the Erlang-B loss formula Eq. (11.2.3), we can find that 38 Erls offered to a link with 50 units of capacity results in a call-blocking probability of 1%. Since most networking environments would like to maintain a QoS performance requirement for call blocking below 1% probability, we can see that users will receive acceptable QoS in this case. Note that to meet QoS, there are two issues that need to be addressed: (1) each call must receive a bandwidth guarantee of 1 Mbps, if admitted, and (2) the call acceptance probability is below 1% so that users perceive that they are almost always going to get a connection whenever they try.
TABLE 17.3  Call blocking for different services under various scenarios.

<table>
<thead>
<tr>
<th>Link capacity (Mbps)</th>
<th>$a_{low}$ (Erls)</th>
<th>$a_{high}$ (Erls)</th>
<th>$m_{low}$ (Mbps)</th>
<th>$m_{high}$ (Mbps)</th>
<th>Reservation (Yes/No)</th>
<th>$B_{low}$</th>
<th>$B_{high}$</th>
<th>$W_{composite}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>38.0</td>
<td>—</td>
<td>1</td>
<td>—</td>
<td>1.03%</td>
<td>—</td>
<td>—</td>
<td>1.03%</td>
</tr>
<tr>
<td>50</td>
<td>19.0</td>
<td>1.9</td>
<td>1</td>
<td>10</td>
<td>No</td>
<td>0.21%</td>
<td>25.11%</td>
<td>12.66%</td>
</tr>
<tr>
<td>85</td>
<td>19.0</td>
<td>1.9</td>
<td>1</td>
<td>10</td>
<td>No</td>
<td>0.05%</td>
<td>0.98%</td>
<td>0.52%</td>
</tr>
<tr>
<td>85</td>
<td>22.8</td>
<td>1.9</td>
<td>1</td>
<td>10</td>
<td>No</td>
<td>0.08%</td>
<td>1.56%</td>
<td>0.75%</td>
</tr>
<tr>
<td>85</td>
<td>22.8</td>
<td>1.9</td>
<td>1</td>
<td>10</td>
<td>Yes</td>
<td>1.41%</td>
<td>0.94%</td>
<td>1.20%</td>
</tr>
<tr>
<td>85</td>
<td>22.8</td>
<td>1.9</td>
<td>1</td>
<td>10</td>
<td>Yes, $Prob = 0.27$</td>
<td>1.11%</td>
<td>1.10%</td>
<td>1.11%</td>
</tr>
</tbody>
</table>

Next, consider the situation where we allow a new 10-Mbps traffic stream on the same 50-Mbps link to be shared with the basic 1-Mbps traffic stream. We start by splitting the 38 Erls of offered load equally, i.e., 19 Erls to the 1-Mbps traffic class and 19 Erls to the 10-Mbps traffic class. However, note that each 10-Mbps call requires 10 times the bandwidth of a 1-Mbps call. Thus, a more appropriate equitable load for a 10-Mbps traffic stream would be 1.9 Erls ($= 19/10$) when we consider traffic load level by accounting for per-call bandwidth impact. The calculation of blocking with different traffic streams and different bandwidth requirements is much more complicated than the Erlang-B loss formula; this is because the Erlang-B formula is for traffic streams where all requests have the same bandwidth requirement. The method to calculate blocking in the presence of two streams with differing bandwidth is known as the Kaufman–Roberts formula [356], [597]. Using this formula, we can find that the blocking probability for a 1-Mbps traffic class will be 0.21%, while for a 10-Mbps traffic class it is 25.11%.

We can see that for the same amount of load exerted, the higher-bandwidth traffic class suffers much higher call blocking than the lower-bandwidth service in a shared environment; not only that, the lower-bandwidth service in fact has much lower blocking than the acceptable 1% blocking. If we still want to keep the blocking below 1%, then there is no other option than to increase the capacity of the link to a higher-capacity link (unless the network is completely partitioned for each different service). After some testing with different numbers, we find that if the link capacity is 85 Mbps, then with 19 Erls load of 1-Mbps traffic class and 1.9 Erls load of 10-Mbps traffic class, the call blocking would be 0.05% and 0.98%, respectively. The important point to note here is that with the introduction of the higher-bandwidth traffic class, to maintain a 1% call-blocking probability for each class, the link capacity is required to be 70% ($= (85 - 50)/50$) more than the base capacity.

Now, consider a sudden overload scenario for the 1-Mbps traffic class in the shared environment while keeping the overall capacity at the new value: 85 Mbps. Increasing the 1-Mbps traffic class by a 20% load while keeping the higher bandwidth (10 Mbps) traffic class at the same offered load of 1.9 Erls, we find that the blocking changes to 0.08% and 1.56%, respectively. What is interesting to note is that although the traffic for the lower-bandwidth class has increased, its overall blocking is still below 1%, while that of the higher-bandwidth class has increased beyond the acceptable threshold level; yet there has been no increase in traffic load for this class. These are sometimes known as mice and elephants phenomena. Here mice are the lower-bandwidth service calls, while elephants are the higher-bandwidth service calls. How-
ever, unlike IP-based TCP flows (see [272]), the situation is quite different in a QoS-based environment—it is the mice that get through while elephants get unfair treatment.

This suggests that some form of admission control is needed so that higher-bandwidth services are not treated unfairly. One possibility is to extend the idea of trunk reservation to service class reservation so that some amount of the link bandwidth is logically reserved for the higher-bandwidth service class. Taking this into account, assume that out of 85 Mbps of capacity, 10 Mbps of capacity is reserved for the elephant (10-Mbps) service class; this means that any time the available bandwidth drops below 10 Mbps, no mice (1 Mbps) traffic calls are allowed to enter. With this change in policy, with 20% overload for mice traffic from 19 \text{Erls}, while elephant traffic class remains at 1.9 \text{Erls}, we find that the call blocking for mice traffic would be 1.41% and 0.94%, respectively—that is, the elephant traffic class is not affected much; this is then good news since through such a service class–based reservation concept, certain traffic classes may be protected from not getting their share of the resources. Now, if an equitable blocking is still desirable for both service classes, even though only the low-bandwidth stream is overloaded, then some mechanisms are needed to increase the blocking for the elephant service class. A way to accomplish this is to consider a probabilistic admission control; this rule can be expressed as follows:

- An amount of bandwidth threshold may be reserved for higher-bandwidth calls, which is activated when the available bandwidth of the link falls below this threshold. As a broad mechanism, even when this threshold is invoked, lower-bandwidth calls may be admitted based on meeting the acceptable probabilistic admission value.

To compute blocking for each traffic class with differing bandwidth and a probabilistic admission control and reservation, an approach presented in [480] is used. In Table 17.3 we list the probabilistic admission control case along with reservation and no reservation for the higher-bandwidth traffic class; you can see that equity in call blocking can be achieved when, with reservation, 27% of the time low-bandwidth calls are still permitted to be admitted.

We now consider the other extreme when only high-bandwidth 10-Mbps calls, still with 38 \text{Erls} of traffic, are offered. To keep call-blocking probability at 1%, with 38 \text{Erls} of offered load, a link would still need 50 units of high-bandwidth call-carrying capacity; this then translates to a raw bandwidth of $50 \times 10$ Mbps = 500 Mbps. Thus, we can see that depending on whether a network link faces low-bandwidth calls, or a mixture of low- and high-bandwidth calls, or just (or mostly) high-bandwidth calls, for the same offered load exerted, the link requires vastly different raw link bandwidth to maintain a QoS performance guarantee.

Finally, while we discuss call blocking for each individual traffic class, it is also good to have a network-wide performance objective in terms of bandwidth measure. Suppose that $a_{\text{low}}$ is the offered load for the low-bandwidth traffic class that requires $m_{\text{low}}$ bandwidth per call; similarly, $a_{\text{high}}$ is the offered load for high-bandwidth traffic, and $m_{\text{high}}$ is the bandwidth requirement per call of high-bandwidth calls, then a bandwidth blocking measure is given by

$$W_{\text{composite}} = \frac{m_{\text{low}}a_{\text{low}}B_{\text{low}} + m_{\text{high}}a_{\text{high}}B_{\text{high}}}{m_{\text{low}}a_{\text{low}} + m_{\text{high}}a_{\text{high}}}.$$  \hspace{1cm} (17.6.1)
These composite performance measure values for the cases considered above are also listed in Table 17.3. We can see that while this composite measure is a good overall indicator, it can miss unfair treatment to high-bandwidth calls.

Generalizing from two service classes to the environment where each arriving call $i$ has an arbitrary bandwidth requirement $m_i$, the composite bandwidth blocking measure, known as Bandwidth Denial Ratio (BDR), is given by

$$W_{\text{composite}} = \frac{\sum_{i \in \text{Blocked Calls}} m_i}{\sum_{i \in \text{Attempted Calls}} m_i}. \quad (17.6.2)$$

However, we have learned an important point from our illustration of low- and high-bandwidth traffic classes that higher-bandwidth classes may suffer higher blocking. We can still consider a simple generalization determine if a similar occurrence is noticed when each call has a differing bandwidth. Based on profiles of calls received, they may be classified into two or more groups/buckets in terms of their per-call bandwidth requirements, and then apply the above measure to each such group. For example, suppose that a network receives calls varying from a 64-Kbps requirement to a 10-Mbps requirement; calls may be put into, say, three buckets: 0 to 3 Mbps, 3 Mbps to 7 Mbps, and higher than 7 Mbps. If higher-bandwidth groups have a significantly higher-bandwidth blocking rate than the average bandwidth blocking rate for all calls, then this is an indicator that some form of admission control policy is needed so that the higher-bandwidth call groups do not necessarily have a significantly higher-bandwidth blocking rate.

### 17.7 A General Framework for Source-Based QoS Routing with Path Caching

We now consider a general alternate call-routing framework where calls are heterogeneous. To consider a general framework, we first summarize several goals of QoS routing:

- Reduce the impact on the call setup time by keeping it as low as possible.
- Minimize user-level retry attempts, i.e., it is preferable to do retry internally to the network as long as the call setup time is not drastically affected. It is important to note that user-level retry attempts cannot be completely avoided, at least in a heavily loaded network, i.e., a network where the ratio of traffic to network bandwidth is at a level beyond the normally acceptable tolerance for service guarantee.
- Allow the capability for the source node to select a path from a number of possible routes very quickly for each arriving request. Also, allow crankback capability as an optional feature.
- Allow a call admission control feature that can be invoked.

To keep call setup time minimal and the need to minimize user-level retry along with the recognition that on-demand route determination can be taxing suggests that having multiple path choices can be beneficial in a QoS routing environment; this is often referred to as alternate path routing. Since path caching is necessary to be able to do alternate path routing, we
refer to it as the path caching option. With multiple path choices, knowing that due to inaccurate/stale information blocking on a path selected cannot be completely ruled out, crankback is a nice optional feature to try another path quickly, thus avoiding user-level retry.

Finally, a framework should allow the ability to incorporate a number of routing schemes so that network providers can choose the appropriate one depending on their performance and systems configuration goal.

### 17.7.1 Routing Computation Framework

The basic idea behind this framework addresses the following: how is the selection of paths done, when are they selected, and how are they used by newly arrived requests? For calls requiring bandwidth guarantees, another important component that can complicate the matter is the definition of the cost of a path based on possibly both additive and nonadditive properties. Later, we will consider our framework using an extended link state protocol concept. Before we discuss this aspect, we describe a three-phase framework [469]: (1) Preliminary Path Caching (PPC) phase, (2) Updated Path Ordering (UPO) phase, and (3) Actual Route Attempt (ARA). Each of these phases operates at different time scales.

The first phase, PPC, does a preliminary determination of a set of possible paths from a source to destination node, and their storage (caching). A simple case for this phase is to determine this set at the time of major topological changes. PPC, in the simplest form, can be thought of as topology dependent, i.e., if there is a change in the major topological connectivity, then the PPC phase may be invoked. This can be accomplished by a topology update message sent across the network in a periodic manner. This process can be somewhat intelligent, i.e., if a link availability is expected to be less than a certain threshold for a prolonged duration or if the link is scheduled for some maintenance work, then PPC can also be used for pruning the link and a new topology update, thus letting nodes determine a new set of cached paths. Essentially, PPC uses a coarse-grain view of the network and determines a set of candidate paths to be cached. A simple mechanism to determine the set of paths for each source node to each destination node may be based on hop count or some administrative weight as the cost metric using the $k$-shortest paths algorithm (refer to Section 2.8). Thus, for this phase, we assume the link cost metric for determining a set of candidate paths to be additive.

The second phase, UPO, narrows the number of QoS acceptable paths; this module uses the most recent status of all links as available to each source node. Since the PPC phase has already cached a set of possible paths, this operation is more of a compare or filter to provide a set of QoS acceptable paths. Furthermore, for a specific service type or class, this phase may also order the routes from most acceptable to least acceptable (e.g., based on path residual bandwidth), and will, in general, have a subset of the routes “active” from the list obtained from the PPC phase. In this phase, the cost metric can be either additive, e.g., delay requirement, or nonadditive, i.e., bandwidth requirement, or a combination, where one is more dominant than the other. Another important factor to note about the UPO phase is that the value of the link state update interval may vary, with each node being able to select the interval value; for simplicity, we will refer to this as the routing link state update interval (RUI). This phase should be more traffic dependent (rather than on-demand per call) with a minimum and maximum time window on the frequency of invocation.
The third phase is ARA. From the UPO phase, we already have a reasonably good set of paths. The ARS phase selects a specific route on which to attempt a newly arrived flow. The exact rule for selecting the route is dependent on a specific route selection procedure. The main goal in this phase is to select the actual route as quickly as possible based on the pruned available paths from the UPO phase.

There are several advantages of the three-phase framework:

- Different routing schemes can be cast in this framework.
- It avoids on-demand routing computation; this reduces the impact on the call setup time significantly since paths are readily available; i.e., there is no “cost” incurred from needing to compute routes from scratch after a new flow arrives.
- The framework can be implemented using a link state routing protocol with some extension. For the PPC phase, some topology information, for example, needs to be exchanged at coarse-grain time windows. During the UPO phase, periodic update on the status of link usage is needed at a finer grain time window. Since different information about links is needed at different time granularity for use by the PPC and the UPO phase, we refer to this as the extended link state protocol concept.
- Each of the three phases can operate independently without affecting the other ones. For example, in the PPC phase, the k-shortest paths can be computed either based on pure hop count or other costs such as link speed–based interface cost. In some schemes the UPO phase may not be necessary.

A possible drawback of the framework is that path caching will typically require more memory at the routers to store multiple paths; this will certainly also depend on how many paths are stored. However, with the drop in memory price, a path caching concept is more viable than ever before. Additionally, there is some computational overhead due to k-shortest path computation on a coarse-scale time window. Our experience has been that k-shortest path computation takes only a few seconds to generate 5 to 10 paths in a 50-node network on an off-the-shelf computer. Thus, this overhead is not remarkable since it is done in the PPC phase. If needed, a router architecture can be designed to include a separate processor to do this type of computational work periodically.

### 17.7.2 Routing Computation

Consider the source destination node pair \([i,j]\). The set of cached paths for this pair determined at time \(t\) (the PPC phase time window) is denoted by \(P_{[i,j]}(t)\) and the total number of paths given by \(#(P_{[i,j]}(t))\). For path \(p \in P_{[i,j]}(t)\), let \(L_{[i,j]}^p(t)\) denote the set of links used by this path.

Let \(b_{\ell}(t)\) be the available capacity of link \(\ell\) at time \(t\) (obtained using the link state protocol for the UPO phase). Then, from a bandwidth availability perspective, the cost of path \(p\) for \([i,j]\) is determined by the nonadditive concave property of the available capacity on the bottleneck link along the path:

\[
z_{[i,j]}^p(t) = \min_{\ell \in L_{[i,j]}^p(t)} \{b_{\ell}(t)\}.
\] (17.7.1)
Since the path is known from the PPC phase, this filter operation is quite simple. If the index $p$ is now renumbered in order of the most available bandwidth to the least available bandwidth at time $t$, that is, from the widest path, the next widest path, and so on, then we have

$$z_{[i,j]}^1(t) \geq z_{[i,j]}^2(t) \geq \cdots \geq z_{[i,j]}^{#P_{[i,j]}(t)}(t). \quad (17.7.2)$$

Similar to node $i$, all other source nodes can use the same principle to determine their own ordered path sets.

How is the available capacity of various links known to nodes $i$? This can be determined by receiving used capacity of various links through a link state protocol, either in a periodic or an asynchronous manner. Note the availability of the bandwidth on a link is dependent on whether trunk reservation is activated. Suppose the capacity of link $\ell$ is $C_\ell$, and the currently occupied bandwidth as known at time $t$ (based on link state update) is $u_\ell(t)$. In the absence of trunk reservation, the available bandwidth on link $\ell$ is given by

$$b_\ell(t) = C_\ell - u_\ell(t). \quad (17.7.3)$$

If, however, a part of the link bandwidth $r_\ell(t)$ for link $\ell$ is kept for trunk reservation at time $t$, then

$$a_\ell(t) = C_\ell - u_\ell(t) - r_\ell(t). \quad (17.7.4)$$

The former is sometimes also referred to as the residual bandwidth and the second as the available or allowable bandwidth.

There are two important observations to note. First, if the last update value of $u_\ell(t)$ changes dramatically, it can affect the decision process. Thus, in practice, an exponential weighted moving average value $\bar{u}_\ell(t)$ is more appropriate to use than the exact value from the most recently obtained measurement; a discussion on how the exponential weight moving average can be computed is given in Appendix B.6. Second, the reservation allocation for different service classes may be different; thus, it may be beneficial to keep different sets of alternate paths to consider for different service classes. This means that each service class is essentially sliced into a virtual topology.

### 17.7.3 Routing Schemes

The computation described above can be used in a number of ways. An obvious one is the maximum available capacity-based scheme (widest path); furthermore, the availability can be proportioned to different paths to select a weighted path, similar to dynamically controlled routing (DCR) (see Section 10.4).

The decision on computation routes may depend on whether the information is periodically updated. Finally, the crankback feature availability is a factor to consider; here we will assume that the crankback is activated only at the source node. This means that during the call setup phase, an intermediate node does not try to seek an alternate path; instead, it returns the call control to the originating node when the call does not find enough resources on the outgoing link for its destination.
Recall that a fundamental component of the QoS routing framework used here is path caching. With this, in the PPC phase, a $k$-shortest paths algorithm (refer to Section 2.8) is used to generate a set of paths, which is cached. At this phase, the cost metric used is additive. For the routing schemes, an extended link state protocol is used to disseminate the status of the link (different information) at the PPC phase and the UPO phase. Since paths are already cached, the UPO phase can use a simple filtering mechanism to order paths based on available bandwidth (for services that require bandwidth guarantee for QoS). If there are services that have other QoS requirements such as path delay, these requirements can be easily incorporated in the UPO phase as additional filters.

Recall that an important goal of reducing the impact on flow setup time is addressed by the framework through the notion of path caching. Due to the three-phase framework, the newly arrived flow attempts one of the paths already pruned by the UPO phase—so there is no on-demand route computation delay in this phase. Depending on the periodicity of the UPO phase and the arrival of the link state advertisement, the pruned path set can have outdated information. Thus, some newly arrived flows can be assigned to a path that may not have any available bandwidth at this instant. This cannot be completely avoided unless the frequency of the update interval is reduced; if this is done, then more frequent link state advertisement would be necessary, which leads to an increase in network traffic.

### 17.7.4 Results

For performance studies, we consider maximum available capacity routing with periodic update and crankback (MACRPC), as well as for no crankback (MACRPNC). Note that MACRPC uses the shortest widest path on residual bandwidth, but with trunk reservation turned on, and the computation is periodic. For comparison, the utopian scheme, maximum available capacity routing with instantaneous computation (MACRIC), is also considered. This is possible since we have used a simulation environment where the instantaneous feature can be invoked. Also, we consider a sticky random routing scheme that extends the dynamic alternate routing scheme (see Section 10.5) to the multiservice case, which is labeled as cached sticky random adaptive routing (CaSRAR). Results presented here are based on call-by-call routing simulation for randomly arriving calls that follow the Poisson process.

**Revisit Homogeneous Traffic Case**

We first start with results on call blocking for the homogeneous service case as the number of cached paths $K$ changes from 2 to 15 (for a 10-node fully connected network); this is reported in Figure 17.3 for both the case of no reservation and with trunk reservation set at 40%; while a very high trunk reservation value such as 40% is rarely used in an operational network, the intent here is to show how results are influenced, with and without trunk reservation. It is interesting to note that for the no reservation case, the increase of cached paths does not necessarily result in improvement in performance for all routing schemes. We see improvement only for MACRPNC. However, with trunk reservation activated, performance can improve with the increase in $K$ for all routing schemes. This substantiates the claim on performance degradation in the absence of trunk reservation as reported in [385]. Furthermore, our result shows that this behavior is not necessarily consistent for all routing schemes. For the utopian scheme, MACRIC, the performance degrades drastically as $K$ increases when
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**FIGURE 17.3** Homogeneous service fully-connected network (with and without trunk reservation).

there is no trunk reservation. Although this may sound surprising, this is possibly caused by overuse of multiple-link paths through instantaneous checking, which leads to local optimization and bistability. We observe the same problem with MACRPC when there is no trunk reservation. Overall, CaSRAR and MACRPNC are more robust in the absence of trunk reservation. However, in the presence of high trunk reservation, as \( K \) increases we found that MACRIC and MACRPC had better performances than CaSRAR and MACRPNC. Overall, these results show that path caching is indeed helpful; however, the actual routing schemes and factors such as trunk reservation do matter.

**SERVICE CLASS PERFORMANCE**

Next we discuss the case of heterogeneous services where three different service classes with differing bandwidth requirements for each service class are offered. We consider two cases: the network capacity in the first one is dimensioned\(^2\) for low BDR (less than 1%) while the second one is dimensioned for moderately high BDR (over 5%). From the scenario where the network is dimensioned for low BDR (Figure 17.4(a)), we found that in the presence of trunk reservation, as \( K \) increases the BDR decreases for all schemes (similar to the homogeneous case). However, this is not true when the network is dimensioned for moderate BDR (Figure 17.4(b)), even in the presence of moderate trunk reservation. The pattern is somewhat closer to the homogeneous case with no trunk reservation. What we can infer is that even in

---

\(^2\)Dimensioning or sizing refers to determining the capacity needed in a network to carry a given traffic offered load at a prespecified level of performance guarantee.
FIGURE 17.4 Performance of different routing schemes (and update periods), (a) low-load, sparsely connected case, (b) higher-load case.

Now we discuss briefly the role of the UPO phase. Recall that different routing update interval (RUI) parameter values can be used for the UPO phase. As one would guess, with more frequent updates (i.e., for a smaller value of RUI), the inaccuracy in link state information decreases. It is observed that both schemes MACRPC and MACRPN give better performance with more frequent updates as would be intuitively guessed. However, it appears that inaccuracy in link state information can be well compensated by the availability of crankback in a network designed for low BDR. Specifically, we note that MACRPC with an RUI of 360 seconds has much lower BDR than MACRPN with an RUI of 120 seconds (Figure 17.4(a)). However, the reverse relation holds when the load is moderately high (Figure 17.4(b)). We also saw in an earlier example (through MACRIC) that instantaneous information update is not always beneficial in terms of network performance (as well as negatively affecting flow setup time considerably). Overall, we can infer that inaccuracy in link state information is not
necessarily bad, and in fact, can be well compensated through path caching; in any case, the specifics of the routing scheme do play a role here.

So far we have discussed performance using the network-wide indicator bandwidth blocking rate. We are next interested in understanding the effect on each service class. For this, we have considered three service classes in increasing order of bandwidth requirement, i.e., the first service (s1) class has the lowest bandwidth requirement per flow, while the third service class (s3) has the highest bandwidth requirement per flow. For a network dimensioned for low BDR, we found that with a moderate to large number of path caching, CaSRAR and MACRPNC tend to give poorer performances to the higher bandwidth service class (s3), whether the network is fully or sparsely connected (Figure 17.4(a) is shown here for the sparsely connected case). Furthermore, the inaccuracy of routing information due to the update interval of the UPO phase does not seem to affect MACRPC for different service classes but can noticeably affect MACRPNC (Figure 17.4(a)). To check whether the same behavior holds, we increased the load uniformly for all service classes. We made some interesting observations (Figure 17.4(b)): the lowest bandwidth service (s1) has uniformly low flow blocking for all routing schemes; however, the highest bandwidth service class (s3) is affected worst under MACRPC at the expense of the lower bandwidth classes; i.e., MACRPC is more unfair to higher-bandwidth services as the network load uniformly increases. In general, we found that CaSRAR works better than the other schemes in providing smaller variation in performance differences seen by different service classes.

**Call Admission Control**

While it is known that higher-bandwidth, reservation-based services experience worse performance than lower-bandwidth, reservation-based services in a single-link system [380], these results indicate that this behavior holds as well in a network with dynamic routing and trunk reservation. In other words, routing and trunk reservation cannot completely eliminate this unfairness. Thus, in a network, if fairness in terms of GoS to different service classes is desirable, then additional mechanisms are needed. In this context, a concept called service reservation beyond traditional trunk reservation has been proposed [471]. This concept can be manifested, for example, through source-based admission control at the time of flow arrival. While a good source-based admission control scheme for a general topology network in the presence of QoS routing operating in a link state protocol environment and trunk reservation remains a research problem, a probabilistic source-based admission control scheme for fully connected networks in the presence of routing and for two services case has been presented [471]. The ability to provide service fairness in terms of fair GoS using this source-based admission control scheme in the presence of routing and trunk reservation is shown in Figure 17.5. This is shown for three different values of network load with two service class scenarios (shown for normal load “If-1.0,” 5% s2 overload “If-s2,” and 5% network-wide overload “If-1.05,” all for MACRPC). The right-most entries (corresponding to $p = 1$) denote the no source-based admission control case. As we can see, with the increase in load, the higher-bandwidth service suffers the most in the absence of source-based admission control. As the admission control parameter is tuned (by changing $p$ toward 0.8) to invoke different levels of source-based admission control, it can be seen that service-level fairness in terms of GoS can be achieved.
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FIGURE 17.5  Performance impact in the presence of source-based admission control.

**Dynamic Traffic**

Finally, we discuss network performance impact due to network traffic dynamics. To show this we consider a homogeneous service, fully connected network where one source-destination node pair has dynamic traffic while the rest of the traffic pairs have stationary traffic (no source-based admission control is included here). For our study, the dynamic traffic has been represented through a time-dependent, stationary process that follows a sinusoidal traffic pattern. For the case with no trunk reservation, we have found that MACRPC has much worse performance than both CaSRAR and MACRIC as traffic changes for the dynamic traffic class (pair); CaSRAR adapts very well with traffic changes, although it has no UPO phase. It is interesting to note that just the presence of dynamic traffic between a source-destination node pair can cause the rest of the (stationary) traffic to show dynamic performance behavior (Figure 17.6).

We also considered the case in which trunk reservation is imposed; purposefully, we set the reservation at an unusually high value of 40% to understand the performance implication—the result is shown in Figure 17.7; from this figure, we note two phenomena: (1) MACRPC performs better than CaSRAR for dynamic traffic, and (2) the imposition of dynamic performance on the stationary traffic (from the dynamic traffic class) is no longer there. Also, we found that the overall performance improves in the presence of trunk reservation in a dynamic traffic scenario (similar to the stationary traffic case). From these results an important question, although not directly within the purview of routing, arises: should a network allow a dynamic traffic stream/class to impose its behavior on a stationary traffic stream? In other words, should a stationary traffic stream suffer higher flow blocking just because the load for the dynamic traffic stream is increasing? This cannot be addressed alone...
through the three-phase QoS routing framework or any other QoS routing framework. However, the impact can be controlled through the use of trunk reservation and under controls; this is where lessons on controls discussed earlier in Section 11.6 in Chapter 11 may be taken into consideration.

### 17.8 Routing Protocols for QoS Routing

#### 17.8.1 QOSPF: Extension to OSPF for QoS Routing

The OSPF extension for QoS routing mechanisms, described in RFC 2676 [23], is commonly referred to as QOSPF. Earlier in Section 6.3, we discussed OSPF packet formats. You may note that every hello, database description, and LSA contains an options field that is 1 byte long. One of the bits in the options field, originally known as the T-bit to indicate if a originating router is capable of supporting Type of Service (TOS), was later removed [505]. Instead, the QOSPF specification proposed to reclaim this bit and renamed it as the Q-bit to indicate that the originating router is QoS routing capable. When this bit is set, two attributes are announced with a link state: bandwidth and delay.

An important aspect about the QOSPF protocol is that it specifies the path computation mechanism, which is divided into the pre-computed option and the on-demand option. For the pre-computed path option, a widest path version of the Bellman–Ford approach based on bandwidth was proposed (refer to Section 2.7.2 for a similar discussion). For the on-demand computation, a widest shortest path version of Dijkstra’s algorithm that considered band-
width and hop count was proposed; this is essentially least-hop-widest path routing discussed earlier in this chapter.

Note that in QOSPF, as part of the protocol, both the path computation algorithm and the attributes to be exchanged were specified. It is important to distinguish this approach from traffic engineering extensions of OSPF (refer to Chapter 18) in which the extension on exchange of information has been standardized, while the actual path computation mechanism is left for the provider to decide.

17.8.2 ATM PNNI

Asynchronous Transfer Mode (ATM) technology is a packet-mode networking technology with its own protocol stack architecture and addressing. In ATM, all packets are of fixed 53-byte size, known as *cells*. The Private Network–Network Interface (PNNI) protocol [39], originally defined around the mid 1990s, is the standards for QoS routing in ATM Networks. PNNI is based on a link state routing protocol framework; it has the basic elements of a link state routing protocol such as the hello protocol, database synchronization, and flooding. However, PNNI is a *topology state* protocol since besides the status of links, the status of nodes can also be flooded; accordingly, the PNNI topology state element (PTSE) is equivalent of the link state advertisement.

Parameters associated with a topology state are divided into two categories: metrics and attributes; the main distinction is whether information is considered on an entire path basis ("metric"), or an individual node or link basis ("attribute"). Examples of metrics are: cell delay variation and maximum cell transfer delay. Attributes are either performance-related
such as the cell loss ratio, the maximum cell rate, and the available cell rate, or policy-related such as the restricted transit. Since packet sizes are fixed, cells as units is used instead of the raw bandwidth rate; thus, effectively, the maximum cell rate refers to the total bandwidth of a link, and the available cell rate refers to the available bandwidth, both counted in cells as units. Although all information required for computing paths is provided, PNNI did not prescribe any specific way to do path computation; in this sense, PNNI is a visionary protocol and is one of the early routing protocols to decouple the routing information exchange part from the routing algorithm computation.

PNNI allows crankback and alternate routing, much like DNHR and RTNR for dynamic call routing in the telephone network. Crankback can be local; that is, the control for a connection need not be sent back to the ingress switch for performing crankback. By using addressing hierarchy, PNNI also handles scalability on information dissemination and storage. That is, through addressing hierarchy, aggregation of information about a group of nodes and links that are at the same hierarchy is performed—such a group is identified as a peer group; the aggregated information about a peer group is disseminated, instead of announcing the PTSE for each element within the group. Thus, a peer group can be thought of as a domain; in this sense, PNNI has both intra- and inter-domain flavors in the same protocol. Although PNNI routing is considered to be source-routing based, this is only true only within a peer group; to reach an address that is in a different group, a designated transit list is created that identifies the peer groups the connection control message is to visit during the connection setup; once such a request reaches a group identified in the designated transit list, the group is responsible for actual source route within its group to the appropriate egress node, which, then, hands off to the next peer group for further processing. For additional details, see [39].

17.9 Summary

In this chapter, we have discussed QoS routing. We started by discussing what QoS means, and the scope of QoS routing and its inherent relation to traffic engineering. Based on arrival and service frequency, we have also identified how different services may be classified into three types of classifications; this is summarized in Table 17.1. We have indicated that QoS routing falls under the Type A classification.

We then presented a taxonomy for QoS routing and showed how QoS routing can be divided based on different types of networks, and whether one or more attributes are to be considered in the QoS routing decision, especially for packet-switched networks.

We then discussed extendability of widest and shortest path routing to QoS routing. An important issue to consider here is that periodic updating of information induces inaccuracy on link state information—thus, to properly address service performance, a path caching mechanism that allows alternate path routing can be helpful; this is presented as a three-phase framework. Performance results are presented to understand the interrelation in the presence of heterogeneous guaranteed services, update frequency, traffic dynamism, and so on.

The importance of QoS routing goes beyond the telephone network. It is also applicable to MPLS, optical, and wavelength routing when service requests with guaranteed resource requirements are to be connected on demand and quickly. In subsequent chapters, the specific applicability of QoS routing will be discussed.
Before we conclude, we briefly comment on QoS guarantee in a generic best-effort network such as the Internet. This QoS guarantee issue should not be confused with QoS routing. In an intradomain environment running a best-effort model, QoS guarantee for services are quite possible if the network is engineered to meet QoS guarantee—this might require over-provisioning. A better environment is a differentiated services environment, where priority to certain packets can be given by using a router’s scheduling algorithm (refer to Chapter 22) for services that require certain guarantee—in this case, the overprovisioning can be moderate since the routers have mechanisms to discriminate packets that require guarantee and those that do not. MPLS is also a mechanism to enable QoS guarantee [750], [751]. In an interdomain environment, it is much more difficult since each provider on a path for a request that requires QoS guarantee would need to have the proper mechanisms—this is difficult in practice since it might not be possible to enforce every provider to provide the same QoS guarantee. However, instead of stringent QoS guarantee, it is possible to provide certain quality through broad service-level agreements (SLAs) (see Section 23.1 for examples of SLAs). SLAs are possible to among different providers through which traffic may flow. Thus, meeting SLA agreements can be thought of as meeting “soft” QoS guarantee.

**Further Lookup**

QoS routing has been investigated by many researchers over the years, spanning a variety of issues. We have identified the key issues in this chapter. For further reading, you may consult works such as [2], [21], [22], [23], [24], [28], [58], [130], [248], [269], [270], [306], [307], [377], [432], [435], [436], [476], [477], [518], [524], [585], [644], [650], [651], [710], [766]. Through such work, you can, for example, obtain better understanding of issues such as inaccuracy of information in QoS routing, the relation between routing and scheduling, differences in performance between different routing schemes, and so on. For analysis of PNNI routing, [210], [437]. While most work consider intradomain, interdomain QoS routing is an important problem; see [622].

**Exercises**

17.1 How is QoS routing different from best-effort routing?

17.2 Explain constrained shortest path routing and its variations when you consider different attributes.

17.3 What is the relation between caching paths for alternate routing and inaccuracy in information available due to periodic link state update? For example, if there is no path caching, how would this inaccuracy effect routing performance?

17.4 How does bandwidth guarantee required by services affect the performance it receives in a heterogeneous bandwidth environment?

17.5 Compare QOSPF and PNNI.
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MPLS and GMPLS

Are we there yet?

Any kid in the back seat of a car

Reading Guideline
Understanding the material presented in this chapter requires basic knowledge of packet switching, circuit switching, and routing protocols. In addition, the background presented in the chapter on quality-of-service routing is helpful.
In this chapter, we present emerging environments that are beneficial to routing and traffic engineering. In this regard, there are two key frameworks: MPLS and GMPLS. MPLS is designed for packet-switched arbitrary-rate services, whereas GMPLS is suited for circuit-oriented periodic or on-demand services with bidirectional requirements. We also discuss extensions required in routing protocols that can be useful in MPLS/GMPLS environments. It may be noted that both MPLS and GMPLS are evolving standards. This chapter captures the basic features.

18.1 Background

We start by reviewing the IP routing process: at a router, the routing table is determined, from which the forwarding table is built; when a packet arrives, the IP address of the destination is looked up and mapped against the forwarding table to identify the appropriate routing interface. The underlying principle is to operate on a packet-by-packet basis, while tracking a microflow and forwarding on the same path if possible. However, there are times when controlling the flow of packets for a class of traffic streams that is beyond a single packet or even a microflow is desirable. In an IP environment, IP traffic engineering that involves link weight determination in an OSPF/IS-IS environment can direct overall flow control; we have previously discussed IP traffic engineering in Chapter 7. However, in IP traffic engineering, all packets for a destination follow the same path due to a destination-oriented routing paradigm of IP routing; certainly, if equal cost paths are found, traffic can take two or more different paths to the destination. However, having a well-defined control mechanism that allows packets to take different paths to a particular destination, for example, depending on the type of packet or class of traffic, is desirable. This can be thought of as traffic engineering with more knobs or controls, to distinguish it from IP traffic engineering based on link weight settings as the primary control.

To attain the ability to define a path and force packets for a particular traffic stream or class or affinity to take this path, it is imperative that a mechanism is needed that allows the path to be defined/identified, independently of designated packets traversing this path. The question then is how to define such paths. It may be noted that the notion of defining a path is done in the voice telephone network where call setup is done first using, for example, ISUP signaling. Here, instead, we are interested in having a mechanism that can work for packet traffic, yet that is not necessarily meant to work on a per-microflow or per-call basis. There is an important point to be noted here—if we were to look for a mechanism to work on a per-call basis that can also work in an IP environment, a session initiation protocol (SIP) can be considered; SIP is, however, at the end-to-end basis. Rather, we are interested in a mechanism that is on a router-to-router basis. Thus, it should be clear that to set up a path between two routers, a mechanism for signaling such a setup is certainly required that is not necessarily on a per-microflow basis. Second, if part of the goal is to do traffic engineering with more knobs/controls, the state of the network still needs to be communicated among the routers.

As we know, one way to communicate the state of the network is to communicate link state information through a link state routing protocol. But standard link state protocols defined for IP networks carry only a single metric value for each link, typically to represent the cost of the link. For traffic engineering with more knobs/controls, additional information, such as the bandwidth of a link, must be communicated. This means that to learn about the
Multiprotocol Label Switching (MPLS) is a mechanism that addresses several issues discussed above; it is meant for packet-based services. Briefly, MPLS adds a label in front of a packet, i.e., as another header so that routers know how to act based on this label. To be able to act based on a label, routers must be label-switched routers (LSRs), and each LSR must maintain a valid state of a network, a link state protocol paradigm can still be used, however, with additional information about each link. Finally, to engineer a network, it should be possible to invoke different routing path computation framework, which is preferably decoupled from the link state update mechanism; such a path communication framework may also depend on the specific operational use and requirements of a network for services it provides (for example, refer to Table 17.1).

In addition to packet-based traffic, the need for a traffic engineering framework is also felt for circuit-mode connections for services provided in a modular switching environment such as optical wavelength switching or time-division multiplexed switching.

With the above background, we now discuss enabling environments that allow signaling setup and traffic engineering with more knobs/controls to be done.

18.2 Traffic Engineering Extension to Routing Protocols

We can see from the earlier discussions that at a minimum, the bandwidth of a link must be communicated for the purpose of traffic engineering. In addition, a link may allow higher reservable bandwidth than the announced bandwidth due to statistical multiplexing gain for certain types of traffic, meaning that oversubscription may be tolerable. Also, a link may announce currently unreserved bandwidth, which is useful for routing path computations, but which is not necessarily based on a shortest path computation. Since a network may provide more than one type of prioritized services, it would be useful to announce the unreserved bandwidth allowed for each priority class. Also, a network provider might want to use a different metric, other than the standard link metric; this link metric might have meaning that is internal only to the provider. To summarize, the following attributes of a link are desirable:

- Maximum link bandwidth that is usable
- Maximum reservation bandwidth in case oversubscription is allowed
- Unreserved bandwidth available at different priority levels
- Traffic engineering metric.

The question is: how is this information communicated? This is where two popularly deployed link state routing protocols—OSPF and IS-IS, presented in Chapter 6—come into the picture. These two protocols have been extended to allow for communication of the above attributes. The actual extensions are somewhat different in GMPLS compared to MPLS due to additional requirements in circuit-mode connections. We will cover them as we introduce MPLS and GMPLS in the following sections; specifically, refer to Sections 18.3.4 and 18.4.4, respectively.

18.3 Multiprotocol Label Switching

*Multiprotocol Label Switching* (MPLS) is a mechanism that addresses several issues discussed above; it is meant for packet-based services. Briefly, MPLS adds a *label* in front of a packet, i.e., as another header so that routers know how to act based on this label. To be able to act based on a label, routers must be *label-switched routers* (LSRs), and each LSR must maintain a valid
mapping from the label of an incoming packet ("incoming label") to a label to be attached to the packet before being sent out ("output label"). This, in turn, means that LSRs maintain states in terms of input/output labels associated with a particular path, referred to as a label-switched path (LSP), which may be designated for a particular class of traffic flows. Note that an LSP must already be established between two routers so that packets can follow this path. To establish a path, a label distribution protocol is used. Certainly, the next question then is: how do we know this is the best path for the particular class of traffic flows? This will depend on the traffic engineering requirements of the network, and on the service requirements of the traffic flow to be carried by the LSP. In this section, we present the basic foundation for MPLS and the enabler for traffic engineering in MPLS; in Chapter 19, we will present examples of routing and traffic engineering design using MPLS networks.

In Figure 18.1, a conceptual architecture of an MPLS LSR with IP functionality is shown. As can be seen, there are two planes: a control plane and a data plane. At the control plane, IP routing protocols can exchange routing information, and another component manages label distribution and binding. It also maintains a label information base (LIB), and creates a label forwarding information base (LFIB). The packet arriving on the data plane consults the LFIB for proper forwarding in an outgoing direction.

It may be noted that the establishment of an LSP is a connection-oriented functionality—that is, a path must be set up before traffic can use this path. An established LSP may or may not have any packet traffic flow on it; furthermore, the packet traffic flow rate on an LSP can vary from one instant of time to another. Many traffic flows may be combined on a specific LSP; usually, such a flow aggregation is based on some affinity, such as a traffic class. The aggregated flow constructed on some affinity basis is referred to as a traffic trunk. Typically,
a traffic trunk is defined on an ingress/egress LSR pair basis and is carried on an LSP. Note that all traffic between the same two ingress/egress LSRs may be split into multiple traffic trunks; each traffic trunk is then mapped into an LSP. Thus, a traffic trunk is a logical entity, while an LSP is a transport manifestation of this logical entity.

### 18.3.1 Labeled Packets and LSP

A label in MPLS is 20 bits long and is part of a 32-bit MPLS shim header. A packet with an MPLS shim header will be referred to as an *MPLS packet*. If an MPLS packet is to carry an IP packet, then we can think of MPLS as being placed in layer 2.5 (see Figure 18.2). Note that it still requires the help of layer 2 for packet delivery on a link-by-link basis between two adjacent LSRs; the main difference for MPLS from being at layer 2 is that it does provide a form of routing through labels and LSPs across multiple hops. Suppose that layer 2 is a Packet over SONET (PoS) technology between two LSRs. Since PPP is used for Packet over SONET, we have PPP as the layer 2 protocol to deliver an MPLS packet from one LSR to the other.

The 32-bit shim header also includes 3 experimental bits, a bit (“S” bit) to indicate this label is the last label (bottom of the stack) in the case of stacked labels, and 8 bits for the time-to-live (TTL) field (see Figure 18.3). The experimental bits are meant to describe services that require different priorities. The label values 0 to 15 are reserved. For example, label 0 (*explicit null label*) refers to a packet that is to be forwarded based on the IPv4 header and is allowed only at the bottom of the label stack. Similarly, label 2 serves as the explicit null label for IPv6. The explicit null label can be used by an egress router to signal its immediate upstream router (“penultimate hop router”). In turn, the egress router receives packets from the penultimate hop router with label value 0 and can also learn any priority information included in the experimental bits, which it can use for IP forwarding.
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There is another terminology, tunnel, closely related to an LSP. A tunnel provides a transport service between two routers so that packets for a specific stream can flow without being label swapped at any intermediate switches or routers. A tunnel in MPLS can be realized by a well-defined LSP, often based on serving certain traffic engineering requirements. Thus, typically, such tunnels have longevity. Furthermore, note that tunnel is a generic name used in networking; it is not limited just to MPLS.

When an MPLS packet arrives at an LSR, the incoming label is swapped with an outgoing label; this assumes that an LSP is already defined and lookup tables at LSRs have appropriate entries. Before sending it out to a received MPLS packet, the TTL value is decreased by one. If the TTL value becomes zero, then the MPLS packet is to be dropped. Since the TTL field is 8 bits long, the likelihood of a path having more than 255 hops is zero. Consider Figure 18.4. Here an MPLS packet with label 16 arrives at LSR3 from LSR1 and is swapped with label 17 for transmittal to LSR4; similarly, the MPLS packet with label 17 that arrives from LSR2 at LSR3 is swapped with label 18 for transmittal to LSR4. In this case, the assumption is that two LSPs, LSR1-LSR3-LSR4 and LSR2-LSR3-LSR4, are already defined.

**FIGURE 18.3** MPLS shim header.

<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>Label (20 bits)</th>
<th>Exp (3 bits)</th>
<th>S</th>
<th>TTL (8 bits)</th>
</tr>
</thead>
</table>

**FIGURE 18.4** Label swapping and label switched paths.
It may be noted that MPLS also allows stacked labels. A stack tag means that an MPLS shim header may appear more than once; each one is related to a particular LSP between certain points. Thus, a stacked MPLS packet has the following form:

```
Layer 2 header | MPLS shim header | MPLS shim header | Data
```

Consider Figure 18.5. Here, there is already an LSP set up from LSR3 to LSR5; this is referred to as an LSP tunnel. Now consider two LSPs, one from LSR1 to LSR6 and the other from LSR2 to LSR7, that use the LSR3-LSR5 tunnel as a logical link on their paths. For illustration, consider the LSP from LSR1 to LSR6. The packet with label 16 arrives at LSR3 and is swapped with label 17; due to the LSP tunnel LSR3-LSR5, an additional label 21 will be added—the “S” bit for this label would not be set. When this MPLS packet arrives at LSR4, the top label 21 will be swapped to 42 and the “S” bit is set—this means that it is as if LSR4 is thinking about the LSP tunnel LSR3-LSR4 and does not care about any labels in the MPLS packet. When this packet arrives at LSR5, the role of the label with value 42 will end here since this is the end of the tunnel; because of LSP path LSR1-LSR6, the second label 17 will be swapped to 34 and will be forwarded to LSR6. Similarly, the packet from LSR2 to LSR7 will be handled. There is an important point to note here: having an already established LSP tunnel between two routers does not imply that all LSPs that traverse this tunnel need to have the same label value. Now, if the LSP from LSR1 to LSR6 is established as long-lived, it will serve as a tunnel for other traffic; thus, we arrive at a scenario known as a tunnel within a tunnel. Note that we have described only the functionality—when and where to establish LSP tunnels in a network to encapsulate other LSPs that can be driven by traffic engineering decisions.

Note that examples discussed so far do not show how MPLS receives an IP packet. An MPLS network must have edge routers, which are the point where a native IP packet is prepended with an MPLS label; these routers are known as label edge routers (LERs). This is shown in Figure 18.6.

Another concept that is associated with an LSP is a forwarding equivalence class (FEC). In a network, an FEC streamlines packets based on, for example, traffic engineering requirements. Thus, an FEC must then have an association with at least one LSP in the MPLS network so that packets for this FEC have an actual path to follow along with any QoS considerations.
That is, an FEC does not define a path; one or more LSPs are used for carrying packets for an FEC.

### 18.3.2 Label Distribution

Between defining an FEC and establishing an LSP for this FEC, there is another very important phase known as label distribution. The basic idea of label distribution is analogous to route information exchange, somewhat similar to BGP. In BGP, two BGP speakers exchange IP prefix reachability information, while in MPLS two LSRs exchange label-related information. A key difference is that while a BGP speaker computes and determines an outgoing routing decision, in MPLS, an LSR essentially trusts that the label information is based on a valid LSP and does only a sanity check with its appropriate neighbor about label mapping; note that label mapping to an LSP may be generated by an outside entity, such as a traffic engineering manager. So that labels distributed can be associated with LSRs, each LSR must have an identifier (LSR ID) that must be unique in the MPLS domain. Typically, a router’s IP address serves as the LSR ID.

In MPLS, label binding refers to directly associating a specific label to a specific FEC. Consider two LSRs, LSR-u and LSR-d, that have agreed to bind a specific label, for packets that will be sent from LSR-u to LSR-d; in regard to this label binding, LSR-u is referred to as the upstream LSR and LSR-d as the downstream LSR. The decision to bind a label is made by the LSR, which is downstream with respect to this binding. The downstream LSR then informs the upstream LSR of the binding. We can then say that labels are assigned from upstream to downstream, while label bindings are communicated from downstream to upstream. In MPLS, the distribution of labels for label binding can be accomplished through a label distribution protocol (LDP) [16]. Two approaches for label distribution are possible in the LDP paradigm in MPLS: in the downstream on-demand approach, a downstream LSR can distribute an FEC label binding when it receives a request explicitly from an upstream LSR on demand; in the downstream unsolicited approach, an LSR can distribute label bindings to LSRs without receiving an explicit request.

In the terminology of LDP, two LSRs that can exchange label/FEC mapping information are referred to as LDP peers using a bidirectional LDP session. TCP is used for setting an LDP session. The question is how. Do they need to set up an LSP first to exchange this information? That is, is there a chicken and egg problem? Fortunately, no. Recall that an MPLS router actually serves in dual-mode, IP for control plane and MPLS for data plane. Thus, two adjacent LSRs can use the IP only-mode to set up this TCP session, bypassing the MPLS plane.

### 18.3.3 RSVP-TE for MPLS

The MPLS framework originally defined the basic specification for a label distribution protocol [16]. Recently, the Resource ReSerVation Protocol with Traffic Engineering extension (RSVP-TE,
in short) has become the *de facto* label distribution protocol for the purpose of traffic engineering. Thus, we will focus on RSVP-TE. We first start with a brief overview of RSVP.

**RESOURCE RESERVATION PROTOCOL: OVERVIEW**

RSVP is a connection setup protocol in a packet network. Originally, it was defined in the context of an *integrated services* (int-serv) framework. RSVP is considered a *soft-state* approach; this means that if a reservation refreshing message is not sent periodically for a session that has been setup, the session is tear-edown after a given interval. Such a soft-state measure is appealing in a networking environment where both best-effort and guaranteed bandwidth services are offered in a connection-less packet mode. RSVP is not scalable when there are many on-going end-to-end conversations on a network due to the number of messages that would be generated. However, for RSVP-TE, the setup messages are generated only for LSPs—this number is much smaller than if used for signaling of end-to-end sessions; furthermore, RSVP refresh reduction is possible in RSVP-TE. Here, we first highlight a few key elements about RSVP that are applicable to RSVP-TE.

All RSVP messages have a common header (see Figure 18.7). A key field in the header is the message type. Originally, seven main message types have been defined: Path, Resv, PathErr, ResvErr, PathTear, ResvTear, and ResvConf; they are used in regard to connection set-up and connection teardown. Additional types have been added for a variety of purposes, see [318] for an updated list. However, discussion of all of them is outside the scope of this book.

An RSVP message includes one or more RSVP objects, with each object having a certain significance in regard to a specific message; it may be noted that some objects can be optional. An RSVP object consists of four fields (see Figure 18.8): Length (16 bits), Class Number (8 bits), Class Type (8 bits), and Object Contents (variable). Length is the total object length in bytes, in multiples of 4 bytes. Class Number (Class-Num) identifies an object class, while Class Type (C-Type) identifies unique information within a class.
In Figure 18.9, an RSVP Path message is shown using a notation known as a Backus–Naur Form (BNF). Objects are specified using angle brackets, such as “<SESSION>;” an optional object is enclosed in square brackets, such as “[<INTEGRITY>].” A molecular object can be formed from atomic objects, which in turn can be part of a more complex object. The notation “ ::= ” is used to separate the name of an object on the left side that is defined by the set of objects on the right side. It may be noted that the Path message example shown in Figure 18.9 is actually for RSVP-TE, not for the original version of RSVP; this is included for ease of our discussion in regard to traffic engineering.

RSVP-TE

RSVP-TE is the extension to RSVP, which has been developed for use in establishing LSPs, particularly geared to traffic engineering. The label distribution approach in RSVP-TE is based on the downstream on-demand approach. There are certain key differences between RSVP-TE and the original RSVP. For example, RSVP-TE is used for signaling between routers to set up LSP flows, unlike the original RSVP, which was used between hosts to set up microflows. Because of this RSVP-TE does not have the scalability problem that RSVP faces in regard to management of microflows. RSVP-TE is used to set up directional unicast LSPs, while RSVP allows multicast flow setup.

Traffic trunks, discussed earlier, can be carried in RSVP-TE–defined LSPs. A traffic trunk may be split on two LSPs established from an ingress LER to an egress LER, or multiple traffic trunks may be combined to be carried on a single LSP. Thus, such LSPs serve as traffic engineering tunnels. Note that RSVP-TE does not dictate how to decide or when to create different traffic trunks or when to split a traffic trunk into multiple LSPs; rather, the role of RSVP-TE is that of an enabler from a functional point of view, while the actual decision is left to operational network providers.

RSVP allows three service-type specifications, which can be used by RSVP-TE when setting up LSPs. The service types described within the purview of int-serv are Guaranteed Quality-of-Service [637], Controlled-load Service [747], and Null Service [76]. For example, if the tunnel requires a bandwidth guarantee, the Peak Data Rate parameter is specified and that it is a guaranteed service request. In case of Null Service, it need not specify resource requirements. However, controlled-load service can provide a full guarantee if the network is under little congestion; but in case of congestion, some delay would be experienced by packets.

| (Path Message) ::= | (Common Header) [ [INTEGRITY] ] |
|                  | (SESSION) (RSVP-HOP) |
|                  | (TIME-VALUES) |
|                  | (EXPLICIT-ROUTE) |
|                  | (LABEL-REQUEST) |
|                  | (SESSION-ATTRIBUTE) |
|                  | (POLICY-DATA) ... ] |
| (sender descriptor) ::= | (SENDER-TEMPLATE) (SENDER-TSPEC) |
|                        | [ (ADSPEC) ] |
|                        | [ (RECORD-ROUTE) ] |

**FIGURE 18.9** RSVP path message in Backus-Naur form.
TABLE 18.1 RSVP object examples for MPLS (An up-to-date list is maintained at [318]).

<table>
<thead>
<tr>
<th>Object Name</th>
<th>Used in</th>
<th>Class Number</th>
<th>Examples: Class type with value in parentheses (source RFC listed as [ ] from bibliography)</th>
</tr>
</thead>
<tbody>
<tr>
<td>INTEGRITY</td>
<td>Path, Resv</td>
<td>4</td>
<td>RSVP Integrity (1) [51]</td>
</tr>
<tr>
<td>SESSION</td>
<td>Path, Resv</td>
<td>1</td>
<td>LSP Tunnel for IPv4 (7) [43]</td>
</tr>
<tr>
<td>RSVP-HOP</td>
<td>Path, Resv</td>
<td>3</td>
<td>IPv4 (1), IPv6 (2) [90]</td>
</tr>
<tr>
<td>TIME-VALUES</td>
<td>Path, Resv</td>
<td>5</td>
<td>Time Value (1) [90]</td>
</tr>
<tr>
<td>FILTER-SPEC</td>
<td>Resv</td>
<td>10</td>
<td>LSP Tunnel for IPv4 (7) [43]</td>
</tr>
<tr>
<td>SENDER-TEMPLATE</td>
<td>Path</td>
<td>11</td>
<td>LSP Tunnel for IPv4 (7) [43]</td>
</tr>
<tr>
<td>RSVP-LABEL</td>
<td>Path</td>
<td>16</td>
<td>Type 1 Label (1) [43]; Generalized Label (2) [74]</td>
</tr>
<tr>
<td>LABEL-REQUEST</td>
<td>Path</td>
<td>19</td>
<td>No label range (1) [43]; generalized label request (4) [74]</td>
</tr>
<tr>
<td>EXPLICIT-ROUTE</td>
<td>Path</td>
<td>20</td>
<td>Type 1 Explicit Route (1) [43]</td>
</tr>
<tr>
<td>POLICY-DATA</td>
<td>Path</td>
<td>14</td>
<td>Type 1 (1) [90]</td>
</tr>
<tr>
<td>SENDER-TSPEC</td>
<td>Path</td>
<td>12</td>
<td>Integrated Services (1) [90]</td>
</tr>
<tr>
<td>RECORD-ROUTE</td>
<td>Path</td>
<td>21</td>
<td>IPv4 (1) [43]</td>
</tr>
<tr>
<td>SESSION-ATTRIBUTE</td>
<td>Path</td>
<td>207</td>
<td>LSP Tunnel (7) [43]</td>
</tr>
<tr>
<td>DETOUR</td>
<td>Path</td>
<td>63</td>
<td>IPv4 (7) [541]</td>
</tr>
<tr>
<td>FAST-REROUTE</td>
<td>Path</td>
<td>205</td>
<td>Type 1 (1) [541]</td>
</tr>
<tr>
<td>UPSTREAM-LABEL</td>
<td>Path</td>
<td>35</td>
<td>Same as in RSVP-LABEL</td>
</tr>
</tbody>
</table>

FIGURE 18.10 Example: label distribution using RSVP-TE.

Consider Figure 18.10, where we want to set up the traffic engineering tunnel LSR1-LSR2-LSR3. Here the Path message generated at LSR1 is renewed at LSR2 for destination LSR3. LSR3, being the destination, generates the Resv message in the reverse direction to LSR2 and which in turn forwards to LSR1. Thus, in RSVP-TE, the Resv message then helps accomplish the label-binding function.

What does the Path message include when it is initially generated by a router such as LSR1? And what specifics are key when it is used for RSVP-TE? In general, the Path message generated at LSR1 will include objects as shown in Figure 18.9; it can contain certain key objects:

- **SESSION**: It identifies the session type through a C-Type field set to LSP-TUNNEL-IPv4 and includes the IP address of the destination.
- **LABEL-REQUEST**: This indicates that a label binding is requested.
RSVP-HOP: This indicates the IP address of the sending RSVP-capable router, and the outgoing interface.

EXPLICIT-ROUTE: This is included to specify that this particular path LSR1-LSR2-LSR3 is to be followed; however, RSVP-TE allows an intermediate node to modify this EXPLICIT-ROUTE object to allow for any local rerouting; in this case, both the original and the modified EXPLICIT-ROUTE objects are stored. Certainly, any such local rerouting assumes that the intermediate router is somehow aware of this reroute. Note that such a local reroute is essentially a crankback feature.

RECORD-ROUTE: This serves as a form of acknowledgment so that the sending node knows if the path specified was the actual route taken. The visited routers are added as a subobject to RECORD-ROUTE, as the Path message is being forwarded downstream.

SESSION-ATTRIBUTE: This is included for the purpose of session identification as well as troubleshooting. Setup priorities and holding priorities are included here.

SENDER-TEMPLATE: This is used primarily to announce the IP address of the sender along with an LSP identifier.

ADSPEC: This is advertising information that may be carried in a Path. This information is passed to the local traffic control at a router, which returns an updated ADSPEC, which, in turn, is forwarded in Path messages sent downstream.

SENDER-TSPEC: The traffic characteristics of the tunnel are defined through this object; it uses int-serv as C-Type. This field contains Token bucket rate (r in bytes/sec), Token bucket size (b in bytes), Peak data rate (p in bytes/sec), Minimum policed unit (m in bytes), and Maximum packet size (M in bytes). The service option can be specified as either Guaranteed QoS, Controlled-Load Service, or Null Service.

Similarly, the Resv message includes SESSION, RSVP-HOP, TIME VALUES, STYLE, FLOWSPEC, FILTERSPEC, and LABEL. There is an important connection between QoS, SENDER-TSPEC, and FLOWSPEC. Note that RSVP-TE is specifically designed to setup QoS-enabled LSPs, where QoS parameters may include diffserv parameters. QoS is specified using the SENDER-TSPEC object. The egress node, in return, creates and sends the FLOWSPEC object.

In addition to Path and Resv messages, there are other message types as well; for example, the PathErr message is generated if an LSP tunnel could not be established at any of the intermediate routers; the PathTear message is used to tear down an LSP session. Furthermore, a new optional message type, Hello, has been introduced to determine if an adjacent LSR is reachable.

Each RSVP object, shown in Figure 18.8, must contain a valid and unique class number and a class type. Relevant objects that are included in an RSVP Path message are shown in Figure 18.9. To address any future requirements, the ability to add new objects is possible by defining new class numbers. In Table 18.1, a representative set of objects with class number and class type is listed; an up-to-date list is maintained at [318].

You may note that RSVP-TE Path and Resv message can contain many parameters and sub-parameters. In fact, if we were to print a Path message with each field listed separately,
it would run to several pages. Instead, you might want to consult [744], in which samples of RSVP-TE messages are available—they are very helpful in understanding RSVP-TE messages. Below, we briefly illustrate the important contents of the SENDER-TSPEC object.

**Example 18.1 Illustration of traffic characteristics of SENDER-TSPEC.**

As mentioned earlier, traffic characteristics have three key parameters: Token bucket rate \( r \) (in bytes/sec), Token bucket size \( b \) (in bytes), and Peak data rate \( p \) (in bytes/sec). For the concept of token bucket, refer to Chapter 23.

If the data are generated at a steady rate of 625,000 bps to provide guaranteed service, then \( r = 625,000 \) bps, and \( b = 1 \) byte. Note that \( b = 1 \) means that the token is spent immediately. In this case, the peak rate does not play a role. If, however, \( b \) is given to be 1000 bytes, then credits can be accumulated to use in a future time slot as long as it is allowed by the peak rate. For example, if \( p \) is also set at 625,000 bps, then the bucket size value is not meaningful. If, however, \( p \) is set at 630,000 bps, then even if the token is received at 625,000 bps, not all need to be used up; i.e., it can accumulate 1000 bytes credit for up to 5 sec, so that it can transmit at 630,000 bps at the end of the 5 sec.

An important issue during the label distribution phase is loop detection. This might give the impression that EXPLICIT-ROUTE, when created at the originating router, will check and provide a loopless path that would be sufficient; the difficulty is that local rerouting along the path may not be ruled out. Thus, RSVP-TE relies on the RECORD-ROUTE object; more specifically, when an intermediate router processes the RECORD-ROUTE object, it checks all subobjects inside this object to see if it is already listed as one of the nodes visited to detect looping.

Once a traffic engineering tunnel is set up, traffic trunks can use them. However, a tunnel might get broken, for example, if one of the links between intermediate routers goes down. In this case, the MPLS network faces the issue of generating a new tunnel in place of the original tunnel so that traffic trunks have a path to destination. However, there is a lag time from when a link fails to when a new path is established. This lag time, however, may not be acceptable to customers and services that rely on the network for reliable services. Consider, for example, TCP-based services that are using this link—in fact, in most actual networks, the bulk of the services are TCP-based. From the transport layer protocol perspective, a new TCP connection can be established on the new path after a failure (when the old connection times out). However, this also introduces delay; furthermore, if \( n \) TCP sessions are using such a link, \( 3n \) messages will be generated due to a TCP connection set phase. Such a delay and overhead also impact user perception on service reliability. To nullify such a delay and overhead, MPLS has introduced the concept of fast reroute. This means that when a TE tunnel (LSP) using Path message is established, a backup path is also established that is along routers and links that do not belong to the first path; this setup can be on a local basis or on an end-to-end basis between two LERs. To provide this functionality, RSVP-TE has also added two new objects, FAST-REROUTE and DETOUR. To control the backup for a protected LSP, the FAST-REROUTE object is used. The bandwidth to be guaranteed is the value in the bandwidth field of the FAST-REROUTE object. An LSP that is used to reroute traffic around a failure in one-to-one backup is referred to as a detour LSP; then, the DETOUR object is used in the one-to-one backup method to identify detour LSPs.
A question remains on how an RSVP-TE message is sent between two MPLS routers. In practice, MPLS routers are actually integrated IP/MPLS routers; thus, an RSVP-TE message is sent over the IP control plane, on a hop-by-hop basis.

To summarize, RSVP-TE supports the following key functionalities: downstream-on-demand label distribution, explicitly routed LSPs, and allocation of network resources. It also allows tracking of the actual route traversed by an LSP and loop detection. Rerouting is possible through FAST REROUTE.

### 18.3.4 Traffic Engineering Extensions to OSPF and IS-IS

Earlier in Section 18.2, we highlighted the additional attributes that need to be communicated about a link by the routing protocol. This information is then used by a routing computation module, whether centralized or decentralized, to determine LSPs for traffic trunks. Here, we summarize the extensions to protocols OSPFv2 and IS-IS for MPLS traffic engineering.

#### EXTENSIONS TO OSPFv2

In OSPFv2, several link state advertisement (LSA) types have been already defined. One of them is known as the opaque LSA [149], briefly described earlier in Section 6.2.8. The intended use of opaque LSA is to allow a general LSA feature so that it might be useful for any future extension. With regard to the opaque LSA, three link state types have been presented for the scope of flooding; they are known as type 9, type 10, and type 11 for local subnet flooding, intra-area flooding, and flooding in the entire autonomous systems, respectively.

For MPLS traffic engineering, opaque LSA type 10 is used; this limits flooding to an intra-area of an OSPF domain; it is known as a traffic engineering LSA (TE LSA). The TE LSA [355] contains a standard header that includes information such as link state age, advertising router, and link state sequence number; in addition, it uses nested TLV to contain information needed for TE LSA. At the top level, there are two TLVs: (1) a router address TLV and (2) a Link TLV. The Router Address TLV contains the IP address of the advertising router; this is preferably a stable and reachable address such as loopback addressing (refer to Section 8.4).

The link TLV contains several sub-TLVs. The key ones have already been mentioned in Section 18.2: maximum link bandwidth, maximum reservation bandwidth, unreserved bandwidth available at different priority levels, and traffic engineering metric. Note that IP differentiated services requirements can be mapped to the different priority levels. In addition, the link is identified as to whether it is a point-to-point or a multi-access link.

#### EXTENSIONS TO IS-IS

Recall that in IS-IS, each intermediate system, i.e., the router, advertises link state protocol data units (LSPs), which are analogous to LSAs in OSPF. The basic format of an LSP is a fixed header followed by a number of TLV-formatted information units. The important point to note is that LSPs already use TLV encoding. Thus, IS-IS extensions for traffic engineering define new TLVs. Most importantly, it replaces the extended IS reachability TLV that was originally defined in the IS-IS protocol. The new TLV types are 22, 134, and 135 (see Table 6.2 in Chapter 6).

The proposed extended IS reachability TLV specifies the following: system ID, default metric, and through sub-TLVs the fields needed for traffic engineering such as maximum link and reservable link bandwidths are specified, the same ones as in an OSPF extension.
18.4 Generalized MPLS

Generalized MPLS (GMPLS), as the name suggests, is an extension of MPLS. Certainly, the question then is why such an extension is needed and what it is meant for. Recall that MPLS has been designed to switch packets using a labeling mechanism. Yet, there is the need for an MPLS control-type functionality for controls that is beyond just switching packets, such as wavelength switching, time division multiplexing, and fiber (port) switching. This mode of switching is traditionally referred to as circuit switching or circuit routing since a dedicated path and physical resources must be allocated for a service from one end to another. Note that the term circuit switching is commonly used with telephony voice circuit switching, and is not always the best terminology to use in this generalized context.

It is worth noting that originally GMPLS was intended for wavelength (lambda) switching where a dedicated path is required to be set up for a wavelength path end to end; however, it was soon realized that there is a need for a similar framework that can be used for other switching as well. GMPLS is thus intended for the following four switching capabilities:

- **Packet-Switch Capable (PSC)** for IP packets or ATM cell-level switching
- **Time-Division Multiplexing Capable (TDMC)**: for timeslot-based circuit switching
- **Lambda-Switch Capable (LSC)**: for wavelength switching at optical cross-connects
- **Fiber-Switch Capable (FSC)**: for fiber-level switching at optical cross-connects.

Collectively, for brevity, we will refer to them as generalized modular switching (GMS) instead of calling them circuit switching. Note that this is our terminology, used here for ease of discussion, to save us, each time, from discussing/mentioning switching for all of the above four technologies. GMS is thus distinguished from the umbrella suite GMPLS; modular is used here since in GMPLS, switching can only be on well-defined modular values that are tied to specific technology, for example, OC-3 rate in SONET or T1 for TDM. This certainly makes sense for TDM, LSC, and FSC. What about PSC? This requires some elaboration. Consider Packet over SONET. Here the data stream is coming as IP packets at an arbitrary data rate that is then mapped to a specific SONET frame rate through asynchronous mapping in an envelope mode; similarly, if IP traffic is to be carried over TDM switching, then PSC capability means that IP packets coming at an arbitrary data rate are mapped to, say, a T3 rate for TDM switching. Thus, for PSC, an incoming stream is mapped to modular value of a data rate, which may not be completely filled.

In essence, GMPLS is an umbrella suite that encompasses signaling and traffic engineering for generalized modular switching services. Note that GMPLS encompasses MPLS due to PSC, however, with a few twists. While in MPLS, a bandwidth request can be any quantity, in GMPLS the bandwidth request corresponds to one of the well-defined modular values such as asynchronous mapping of T1 or Packet over SONET at an OC-3 rate. That is, if PSC is used in a GMPLS environment, then the requirement must be mapped to one of the allowable packet switching types along with the associated bandwidth. In addition, due to the bidirectional nature of the services offered by GMPLS, LSPs must be set up in each direction for a path to be operational.

It is important to note that GMPLS is not necessarily for IP traffic, since it is meant for generalized modular switching. Thus, a GMPLS tunnel does not need to start or end on an
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IP router; rather, it starts and ends on similar GMS nodes. To allow for different GMS types, a generalized label has been defined for GMPLS; this is discussed later.

GMPLS allows LSP setup for protection for any link-related failure. Thus, a primary and secondary (backup) LSP can be set up if and when needed. Thus, an LSP setup indicates whether it is primary or secondary. Furthermore, protection types such as dedicated 1 + 1, dedicated 1:1, and shared 1:N can be announced. Furthermore, GMPLS allows control and data channels to be separate.

18.4.1 GMPLS Labels

GMPLS defines several types of labels. The most common one is known as a generalized label request. A generalized label request includes three pieces of information: LSP encoding type, switching type, and generalized payload identifier (G-PID) (see Figure 18.11). LSP encoding types are values such as Packet, Ethernet, SDH, and Lambda (see Table 18.2). Switching type refers to the generalized modular switching discussed earlier with additional details. For example, within PSC, variations in implementation such as asynchronous mapping, bit synchronous mapping, and byte synchronous mapping are possible; thus, they are identified separately while G-PID specifies the payload identifier (see Table 18.3 and Table 18.4). Note that since GMPLS is for generalized modular switching, bandwidth encoding for well-defined data rates such as DS0, DS1, and Ethernet has also been defined.

In addition to the standardized label request discussed so far, GMPLS allows a generalized label, port, and wavelength label by using a 32-bit field without specifying any details. For wavelength switching, there are three fields defined, each of 32 bits; they are identified wavelength ID, start of a label, and end of a label (Figure 18.12).

<table>
<thead>
<tr>
<th>Value</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Packet</td>
</tr>
<tr>
<td>2</td>
<td>Ethernet</td>
</tr>
<tr>
<td>3</td>
<td>ANSI PDH</td>
</tr>
<tr>
<td>5</td>
<td>SONET ANSI T1.105/ SDH ITU-T G.707</td>
</tr>
<tr>
<td>7</td>
<td>Digital Wrapper</td>
</tr>
<tr>
<td>8</td>
<td>Lambda (photonic)</td>
</tr>
<tr>
<td>9</td>
<td>Fiber</td>
</tr>
<tr>
<td>11</td>
<td>FiberChannel</td>
</tr>
<tr>
<td>12</td>
<td>ITU-T G.709 Optical Data Unit (ODU_k)</td>
</tr>
<tr>
<td>13</td>
<td>ITU-T G.709 Optical Channel</td>
</tr>
</tbody>
</table>

TABLE 18.2  GMPLS LSP encoding type.

FIGURE 18.11  Generalized label request.
TABLE 18.3 GMPLS switching types.

<table>
<thead>
<tr>
<th>Value</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Packet-Switch Capable-1 (PSC-1)</td>
</tr>
<tr>
<td>2</td>
<td>Packet-Switch Capable-2 (PSC-2)</td>
</tr>
<tr>
<td>3</td>
<td>Packet-Switch Capable-3 (PSC-3)</td>
</tr>
<tr>
<td>4</td>
<td>Packet-Switch Capable-4 (PSC-4)</td>
</tr>
<tr>
<td>51</td>
<td>Layer-2 Switch Capable (L2SC)</td>
</tr>
<tr>
<td>100</td>
<td>Time-Division-Multiplex Capable (TDM)</td>
</tr>
<tr>
<td>150</td>
<td>Lambda-Switch Capable (LSC)</td>
</tr>
<tr>
<td>200</td>
<td>Fiber-Switch Capable (FSC)</td>
</tr>
</tbody>
</table>

18.4.2 Label Stacking and Hierarchical LSPs: MPLS/GMPLS

It is possible to coordinate between MPLS and GMPLS through label stacking to create hierarchical LSPs. This can be useful when operating over multiple technologies such as in multilayer networking (refer to Section 25.3). In this section, we present a simple example to illustrate this nested label concept over multiple technologies.

In Figure 18.13, we consider a label from an MPLS router marked as node 1 to an MPLS router marked as node 6. This LSP is an MPLS packet level LSP. This LSP, however, is connected on the GMPLS LSP between node 2 and node 5, which are TDM switches. Note only that the TDM level GMPLS-based LSP is carried further over two optical switches, marked as node 3 and node 4. Thus, the original LSP between node 1 and node 6 is nested in GMPLS LSP between node 2 and node 5, which, in turn, is nested in another GMPLS LSP between node 3 and node 4.
## Table 18.4 Examples of GMPLS Generalized Protocol identifier (G-PID).

<table>
<thead>
<tr>
<th>Value</th>
<th>Type</th>
<th>Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Unknown</td>
<td>All</td>
</tr>
<tr>
<td>6</td>
<td>Asynchronous mapping of DS3/T3</td>
<td>SDH</td>
</tr>
<tr>
<td>7</td>
<td>Asynchronous mapping of E3</td>
<td>SDH</td>
</tr>
<tr>
<td>8</td>
<td>Bit synchronous mapping of E3</td>
<td>SDH</td>
</tr>
<tr>
<td>9</td>
<td>Byte synchronous mapping of E3</td>
<td>SDH</td>
</tr>
<tr>
<td>13</td>
<td>Asynchronous mapping of E1</td>
<td>SDH</td>
</tr>
<tr>
<td>14</td>
<td>Byte synchronous mapping of E1</td>
<td>SDH</td>
</tr>
<tr>
<td>15</td>
<td>Byte synchronous mapping of 31 * DS0</td>
<td>SDH</td>
</tr>
<tr>
<td>16</td>
<td>Asynchronous mapping of DS1/T1</td>
<td>SDH</td>
</tr>
<tr>
<td>17</td>
<td>Bit synchronous mapping of DS1/T1</td>
<td>SDH</td>
</tr>
<tr>
<td>18</td>
<td>Byte synchronous mapping of DS1/T1</td>
<td>SDH</td>
</tr>
<tr>
<td>19</td>
<td>VC-11 in VC-12</td>
<td>SDH</td>
</tr>
<tr>
<td>22</td>
<td>DS1 SF Asynchronous</td>
<td>SONET</td>
</tr>
<tr>
<td>23</td>
<td>DS1 ESF Asynchronous</td>
<td>SONET</td>
</tr>
<tr>
<td>24</td>
<td>DS3 M23 Asynchronous</td>
<td>SONET</td>
</tr>
<tr>
<td>25</td>
<td>DS3 C-Parity Asynchronous</td>
<td>SONET</td>
</tr>
<tr>
<td>28</td>
<td>POS—No Scrambling, 16-bit CRC</td>
<td>SDH</td>
</tr>
<tr>
<td>29</td>
<td>POS—No Scrambling, 32-bit CRC</td>
<td>SDH</td>
</tr>
<tr>
<td>30</td>
<td>POS—Scrambling, 16-bit CRC</td>
<td>SDH</td>
</tr>
<tr>
<td>31</td>
<td>POS—Scrambling, 32-bit CRC</td>
<td>SDH</td>
</tr>
<tr>
<td>32</td>
<td>ATM mapping</td>
<td>SDH</td>
</tr>
<tr>
<td>33</td>
<td>Ethernet</td>
<td>SDH, Lambda, Fiber</td>
</tr>
<tr>
<td>34</td>
<td>SONET/SDH</td>
<td>Lambda, Fiber</td>
</tr>
<tr>
<td>36</td>
<td>Digital Wrapper</td>
<td>Lambda, Fiber</td>
</tr>
<tr>
<td>37</td>
<td>Lambda</td>
<td>Fiber</td>
</tr>
<tr>
<td>38</td>
<td>ANSI PDH</td>
<td>SDH</td>
</tr>
<tr>
<td>43</td>
<td>FiberChannel-3 (Services)</td>
<td>FiberChannel</td>
</tr>
<tr>
<td>44</td>
<td>HDLC</td>
<td>SDH</td>
</tr>
<tr>
<td>45</td>
<td>Ethernet V2/DIX (only)</td>
<td>SDH, Lambda, Fiber</td>
</tr>
<tr>
<td>46</td>
<td>Ethernet 802.3 (only)</td>
<td>SDH, Lambda, Fiber</td>
</tr>
<tr>
<td>47</td>
<td>G.709 ODUj</td>
<td>G.709 ODUj (with k &gt; j)</td>
</tr>
<tr>
<td>48</td>
<td>G.709 OTU(k)</td>
<td>G.709 OCh (ODUt mapped into OTU(k))</td>
</tr>
<tr>
<td>53</td>
<td>IP/PPP (GFP)</td>
<td>G.709 ODUj (and SDH)</td>
</tr>
<tr>
<td>54</td>
<td>Ethernet MAC (framed GFP)</td>
<td>G.709 ODUj (and SDH)</td>
</tr>
<tr>
<td>55</td>
<td>Ethernet PHY (transparent GFP)</td>
<td>G.709 ODUj (and SDH)</td>
</tr>
<tr>
<td>58</td>
<td>Fiber Channel</td>
<td>G.709 ODUj, Lambda, Fiber</td>
</tr>
</tbody>
</table>

### 18.4.3 RSVP-TE for GMPLS

For GMPLS LSP setup, several setup and confirmation message types are used in RSVP-TE (see Table 18.6). Note that RSVP uses unreliable delivery since it is embedded in an UDP packet. However, GMPLS requires reliable delivery of setup messages; to accomplish this, a simple reliable delivery mechanism is used where the sender retransmits the setup message until it receives an acknowledgment message from the neighbor. Message retransmission can be frequent, such as every 10 millisec; however, an exponential decay mechanism can be used to reduce frequency if successive tries do not result in a response, along with a maximum timeout value to indicate failure to establish a tunnel.

To carry a GMPLS label, RSVP-TE creates an object by including its own 32-bit header to identify the length of the message, class number, and C-Type. For the generalized label request shown in Figure 18.11, the corresponding RSVP-TE object is shown in Figure 18.14.
Similarly, the RSVP-TE header is included for other GMPLS labels. Note that class number and class type depend on the RSVP object (see Table 18.5).

Recall that label setup is bidirectional in GMPLS. To accomplish this in RSVP-TE, an Upstream-Label is included in the Path message. The class number for Upstream-Label is 35 and the C-Type used is as in RSVP-LABEL (see Table 18.5). The data rate of particular GMPLS connections is also communicated through an RSVP-TE Path message using SENDER-TSPEC. Since the data rates for GMPLS generalized modular switching are well-defined, the actual rate does not need to be coded; instead, a mapping value is provided for well-known data rates; this is listed in Table 18.7.

**18.4.4 Routing Protocols in GMPLS**

The role and use of a routing protocol in GMPLS are primarily to enable traffic engineering of GMPLS-based connection-oriented networks. There are two important points to note:

- GMPLS-based networks require a link state–based framework for communicating status of links.

**Table 18.5** RSVP object examples for GMPLS, in addition to Table 18.1

<table>
<thead>
<tr>
<th>Object Name</th>
<th>Used in</th>
<th>Class Number</th>
<th>Examples: Class-Type with value in () (source RFC listed as [ ] from bibliography)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSVP-LABEL</td>
<td>Path</td>
<td>16</td>
<td>Generalized Label (2) [74]; Wavelength switching (3) [74]</td>
</tr>
<tr>
<td>LABEL-REQUEST</td>
<td>Path</td>
<td>19</td>
<td>Generalized label request (4) [74]</td>
</tr>
<tr>
<td>SENDER-TSPEC</td>
<td>Path</td>
<td>12</td>
<td>Integrated Services (1) [90]; G.709 (5) [542]</td>
</tr>
<tr>
<td>Upstream-Label</td>
<td>Path</td>
<td>35</td>
<td>Same as in RSVP-LABEL</td>
</tr>
<tr>
<td>RECOVERY-LABEL</td>
<td>Path</td>
<td>34</td>
<td>Same as in RSVP-LABEL</td>
</tr>
<tr>
<td>PROTECTION</td>
<td>Path</td>
<td>37</td>
<td>Type 1 Protection (1) [74]</td>
</tr>
<tr>
<td>NOTIFY-REQUEST</td>
<td>Path, Resv</td>
<td>195</td>
<td>IPv4 request (1) [74]</td>
</tr>
</tbody>
</table>

**Table 18.6** GMPLS message type and RSVP-TE protocol messages.

<table>
<thead>
<tr>
<th>GMPLS Message type for setup</th>
<th>RSVP-TE Protocol message</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSP Setup</td>
<td>Path</td>
</tr>
<tr>
<td>LSP Accept</td>
<td>Resv</td>
</tr>
<tr>
<td>LSP Confirm</td>
<td>ResvConfirm</td>
</tr>
<tr>
<td>LSP Upstream Error</td>
<td>PathErr</td>
</tr>
<tr>
<td>LSP Downstream Error</td>
<td>ResvErr</td>
</tr>
<tr>
<td>LSP Downstream release</td>
<td>PathTear</td>
</tr>
<tr>
<td>LSP Upstream release</td>
<td>PathErr</td>
</tr>
<tr>
<td>LSP Notify</td>
<td>Notify</td>
</tr>
</tbody>
</table>
TABLE 18.7 Data rate for GMPLS.

<table>
<thead>
<tr>
<th>Signal Type</th>
<th>Bit rate (in Mbps)</th>
<th>32-bit Encoding value (in hex)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS0</td>
<td>0.064</td>
<td>0x45FA0000</td>
</tr>
<tr>
<td>DS1</td>
<td>1.544</td>
<td>0x483C7A00</td>
</tr>
<tr>
<td>E1</td>
<td>2.048</td>
<td>0x487A0000</td>
</tr>
<tr>
<td>DS2</td>
<td>6.312</td>
<td>0x4940A080</td>
</tr>
<tr>
<td>E2</td>
<td>8.448</td>
<td>0x4980E800</td>
</tr>
<tr>
<td>Ethernet</td>
<td>10.000</td>
<td>0x49989680</td>
</tr>
<tr>
<td>E3</td>
<td>34.368</td>
<td>0x4A831A80</td>
</tr>
<tr>
<td>DS3</td>
<td>44.736</td>
<td>0x4AAA780</td>
</tr>
<tr>
<td>STS-1</td>
<td>51.840</td>
<td>0x4AC5C100</td>
</tr>
<tr>
<td>Fast Ethernet</td>
<td>100.000</td>
<td>0x4B3EBC20</td>
</tr>
<tr>
<td>E4</td>
<td>139.264</td>
<td>0x4B84D000</td>
</tr>
<tr>
<td>FC-0 133M</td>
<td>—</td>
<td>0x4B7DAD68</td>
</tr>
<tr>
<td>OC-3/STM-1</td>
<td>155.520</td>
<td>0x4B9450C0</td>
</tr>
<tr>
<td>FC-0 266M</td>
<td>—</td>
<td>0x4BFDAD68</td>
</tr>
<tr>
<td>FC-0 531M</td>
<td>—</td>
<td>0x4C7D3356</td>
</tr>
<tr>
<td>OC-12/STM-4</td>
<td>622.080</td>
<td>0x4C9450C0</td>
</tr>
<tr>
<td>Gige</td>
<td>1,000.000</td>
<td>0x4CEE6B28</td>
</tr>
<tr>
<td>FC-0 1062M</td>
<td>—</td>
<td>0x4CFD3356</td>
</tr>
<tr>
<td>OC-48/STM-16</td>
<td>2,488.320</td>
<td>0x4D9450C0</td>
</tr>
<tr>
<td>OC-192/STM-64</td>
<td>9,953.280</td>
<td>0x4E9450C0</td>
</tr>
<tr>
<td>10GigE-LAN</td>
<td>10,000.000</td>
<td>0x4E9502F9</td>
</tr>
<tr>
<td>OC-768/STM-256</td>
<td>39,813.120</td>
<td>0x4F9450C0</td>
</tr>
</tbody>
</table>

- The actual path computation algorithm need not be within the scope of these routing protocols.

You may recall that we have made the above points about link state routing protocols earlier in Chapter 3. Since GMPLS can be used for different technologies, the routing protocols need to be somewhat generic so that it can be used in any of these technologies. At the same time, there are existing routing protocol frameworks that can be applicable, for example, OSPF and IS-IS.

To satisfy the traffic engineering requirements, extensions to OSPF/IS-IS have been developed. However, first, we need to note that a “link” in a GMPLS network may not necessarily be a physical link. Depending on the technology, it may ride over another physical technology; this will be discussed later in the context of multilayer networking. Second, an LSP that has been set up can serve as a point-to-point link for other nodes. Third, a protection notion about a link may be helpful to communicate that might be useful to the routing path computation module. Thus, in general, it is safer to refer to a link in the context of GMPLS routing as a **TE link**. Since in GMPLS, control and data planes are completely separate, appropriate identifiers must be used so that the end of a link can be identified, which is discussed later in Section 18.4.5.

GMPLS extension of traffic engineering of a routing protocol relies on MPLS traffic engineering extensions. For example, sub-TLVs discussed earlier for MPLS such as maximum link bandwidth are still applicable. In addition, the following new sub-TLV types have been defined:
• Link Local/Remote Identifiers to provide support for unnumbered links.

• Support for link protection to announce the protection capability available for a link; this may be useful for path computation. Typical values are unprotected, shared, dedicated $1 + 1$, and dedicated $1:1$.

• Interface Switching Capability Descriptor to identify generalized modular switching capabilities (see Table 18.3).

• Shared Risk Link Group (SRLG) identification: This issue arises from multilayer networking since multiple TE links at a particular layer may be using the same “link” at a lower layer, such as at a fiber level. Alternately, a TE link may belong to multiple SRLGs. This information may be used for path computation as well. We will describe SRLGs in detail later in the context of multilayer networking.

We now briefly highlight some of extensions to OSPF and IS-IS.

**OSPF AND IS-IS EXTENSION**

To allow for TE link information exchange, OSPF again uses the *opaque* LSA—this is the same as done for MPLS. That is, for TE usage, an opaque-type value of 10 is specifically assigned; this LSA is known as a TE LSA. From an information encoding point of view, a TE LSA uses one top-level TLV along with nested sub-TLVs, when needed, for an unnumbered link identifier, link protection type, SRLG, and so on. The sub-TLVs then include the extension information described above. Note that this is a continually evolving standard; for an up-to-date list of sub-TLVs for TE, refer to [317].

In IS-IS, all routing information encoding is always done using TLVs. Thus, for GMPLS, new TE TLVs have been defined to capture information such as protection information, SRLGs, and so on, which we have listed earlier in this section (also, see Table 6.2 in Chapter 6). An up-to-date list of defined TLVs can be found at [316].

**18.4.5 Control and Data Path Separation and Link Management Protocol**

Control and data path separation in GMPLS is quite different from IP networks. Recall that, in IP networks, there is no separation of control and data traffic carried in terms of physical channel or partitioned bandwidth. An IP link carries both control and data traffic—the separation of control traffic is identified either at the IP protocol type field level (e.g., OSPF packet) or port level (e.g., RSVP packet). In an IP/MPLS environment, although there is separation of control traffic and MPLS packet forwarding, they both use the same logical link between two routers.

Now let us consider a different example: PSTN with SS7 for signaling. In PSTN, data traffic means the voice calls, which are carried on TDM trunks, while control traffic, for example ISUP messages for call setup, is sent over the SS7 network—that is, on a complete separate network. Thus, ISUP call setup messages on the SS7 network traverse on a completely different path or channel than the voice circuits (for example, refer to Figure 12.9).

In GMPLS, control and data path separation is similar to the PSTN/SS7 architecture. In GMPLS, they are separated through use of separate channels; the difference between the GMPLS approach and that of PSTN is that GMPLS does not define a completely separate
network architecture like SS7 for PSTN. Instead, a separate channel may be dedicated for the delivery of control traffic from data traffic (Figure 18.15). More importantly, the channel that carries control traffic need not be on the same physical path as the data traffic. Recall that in PSTN, the voice circuit to be used is identified in an SS7 message through trunk ID (that is, TCIC code, refer to Section 12.8); similarly, in GMPLS the data link must be explicitly identified so that this can be communicated through exchange of control traffic.

Separation of control and data paths, however, necessitates the need for a link management control so that the two ends of a data link can communicate link-level information, which is completely decoupled from control information for traffic engineering. To accomplish this, the link management protocol (LMP) has been defined for use in a GMPLS networking environment [396].

LMP provides two core functions: (1) control channel management, and (2) link property correlation. The role of control channel management is to establish and maintain bidirectional control channels between adjacent nodes. The establishment step is accomplished using a configuration message; after establishment, a keep-alive message is generated frequently to ensure that the control channel is up. The link property correlation function of LMP allows aggregation of multiple, parallel data links into a TE link along with synchronization of the properties of the TE link. Multiple-link situation arises, for example, when there are multiple data links between ports of two adjacent nodes—they can be combined into a TE link through the link property correlation function.

From Figure 18.15, we can see that it is quite possible in GMPLS to have control channels on a completely different physical facility from the data channels. To check that both channels/paths are operating normally, additional functions have been defined. There are two additional LMP functions for this purpose: link connectivity verification and fault management. Link connectivity verification is accomplished by sending a test message over the data channel; in turn, a test status message is sent back over the control channel to complete such verification. That is, the verification is performed only at the end nodes of a TE link.

When the control channel uses a different path from the data channel, additional issues come up. Specifically, two scenarios are possible: (1) the channel that carries the control messages has a failure, while the data path is intact, (2) the control path is intact; however, a part on the data path is lost due to a failure. In the first case, the data path will continue to carry data traffic—an issue is that if an established data path is to be torn down, this can-
not be communicated due to the control channel being down. The second scenario is more problematic. Here the control-ends think that the data path is working fine; however, it is not any more. To address this problem, LMP fault management procedure has been additionally defined. Briefly, the LMP fault management procedure is based on a ChannelStatus message exchange that uses the following messages: ChannelStatus, ChannelStatusAck, ChannelStatusRequest, and ChannelStatusResponse. The ChannelStatus message is sent unsolicited and is used to notify an LMP neighbor about the status of one or more data channels of a TE link. The ChannelStatusAck message is used to acknowledge receipt of the ChannelStatus message. The ChannelStatusRequest message is used to query an LMP neighbor about the status of one or more data channels of a TE Link. The ChannelStatusResponse message is used to acknowledge receipt of the ChannelStatusRequest message and to indicate the status of the queried data links.

Finally, it is worth noting that, to use LMP, the end nodes are first established with a control channel; then, addresses of the ends from the control channel are used to establish an LMP communication.

18.5 MPLS Virtual Private Networks

While MPLS was originally intended for controlled IP traffic engineering, it has been found useful in virtual private networking (VPN) as well. Suppose that a corporate customer has offices in different physical locations distributed geographically; such customers would like to lease a seamless “network” service through a provider that has geographic presence in these areas and would require this provider to carry their corporate intranet IP-based traffic. Since MPLS is a label-based concept, a VPN backbone provider can assign (provision) a unique label along with an LSP for traffic between any two sites, including any bandwidth guarantee using RSVP-TE label setup. To do that, the VPN backbone provider would need to have LERs, commonly referred to as provider edge (PE) routers, at each site to which customers can be connected through their customer edge (CE) routers. To the customer, it appears to be a point-to-point link with a guaranteed data rate. For the VPN backbone provider, the MPLS-based approach is appealing since it can combine different customers’ traffic on the same network by doing software-based provisioning of LSPs for different customers. Such VPN service is also known as provider-provisioned VPN (PPVPN) service; generic requirements for PPVPN can be found in [517] and terminologies are described in [17].

While conceptually this approach is appealing, there is a key issue: address conflict. What does address conflict mean? Private IP addressing as defined in RFC 1918 [592] has become a popular mechanism for addressing hosts within almost any organization or corporate environment. Because of the prevalence of private IP addressing, two organizations may both choose to number hosts in the address block, say 10.0.0.0/8; certainly, within an organization the address allocation from this address block is unique for different hosts and subnets. If both these organizations are to be supported by a VPN provider, then address conflict will exist since both are using the same address block. Thus, an identifier is needed so that they can be distinguished and the traffic is properly routed through the VPN provider’s network.

A possible approach for identifier tracking is that every router in the provider’s network maintains routing information for all customers’ networks. While this is a possible approach, it raises a second issue: scalability; this is because there would be limitations based on how many sites a router can support in terms of amount of routing information.
18.5.1 BGP/MPLS IP VPN

The BGP protocol has been extended for IP VPN to provide a mechanism for private IP traffic for different customers to be carried on the same network. The bearer network is maintained by a VPN network provider.

Consider a customer that has three locations separated by geographic distance. It uses private IP address block, 10.0.0.0/8, for numbering its internal networks at these three different locations, and numbers its private IP prefixes (routes) for its three geographically separate locations as 10.1.0.0/16, 10.2.0.0/16, and 10.3.0.0/16. Thus, traffic generated at 10.1.0.0/16 destined for other sites would need to be routed to either 10.2.0.0/16 or 10.3.0.0/16. In public domain Internet, if we were to consider three such public IP address blocks or prefixes (routes), they would belong to three different organizations; we would then consider the respective AS numbers they belong to and then do a BGP advertisement to announce the prefixes along with the AS number. However, when prefixes belong to a private IP address space, they cannot be advertised simply as in public BGP since another customer might number its private IP address space exactly in the same manner. If then a VPN provider were to carry traffic for both these customers, it would need to have physically partitioned channel in order to avoid address space conflict.

Instead of doing separate partitioned channels for different customers, another approach is possible using the BGP/MPLS approach. In this approach, to support different customers with addresses coming from the same private address space, the private IP prefix is prepended with a VPN route distinguisher; together this address family is known as a VPN-IPv4 address family. For clarity, a private IP prefix associated with this address family will be referred to as a VPN-IPv4 route. An advantage of BGP multiprotocol extension is that it allows multiple address families to coexist, thus allowing BGP to carry routes for multiple address families. To make the BGP/MPLS approach work, customers and IP VPN providers are separated in term of traffic hand-off. Each customer needs to have its traffic exit through a CE router that is then sent to the PE router. When a PE router receives a private IP-based route from a CE router, the PE router changes it to a unique VPN-IPv4 route for announcement on the BGP/MPLS VPN network.

In a nutshell, BGP/MPLS takes the following approach:

- Each VPN-IPv4 route is assigned an MPLS label.
- The PE router, when generating a BGP advertisement, announces the assigned MPLS label with the VPN-IPv4 route.
- For labels received for the VPN-IPv4 route, LSPs are established, as necessary, between PE routers using, for example, the RSVP-TE protocol.
- Actual data flow uses the already established appropriate LSPs.

In order to allow for association between route information and actual packet forwarding, each PE router needs to maintain VPN routing and forwarding tables, or VRFs, so that the association works at the time of actual packet forwarding. Also note that when the VPN-IPv4 route is advertised by a PE router, the next-hop attribute in the BGP message points to this PE router.
The VPN Route Distinguisher in the VPN-IPv4 address family is an 8-byte address; thus, collectively, the VPN-IPv4 address looks like a 12-byte address. Since IPv4 can be from the same private address space used by different customers, the VPN-IPv4 then helps uniquely distinguish routes. The Route Distinguisher part is divided into a type and value field of 2 bytes and 6 bytes, respectively. Currently the type field takes on three values: 0, 1, and 2. The value field is made up of two subfields: an administrator subfield and an assigned number subfield; their length depends on the specific type field, as shown in Figure 18.16. In case of Type 0, the administrator subfield contains the 2-byte AS number; this can be a public or private AS number. The assigned number subfield serves as a degree of freedom allowing the customer that has that AS number to assign any internal numbering scheme. For example, a customer might internally want to do such a numbering scheme based on its different locations. Type 2 is similar to Type 0 where the 4-byte AS number extension takes the 4-byte administrator subfield, whereas the assigned number subfield is limited to 2 bytes. For Type 1, the administrator subfield is set to 4 bytes, but it must be an IPv4 address; thus, the assigned number subfield is limited to 2 bytes. The IPv4 address in Type 1 can be a public IP address. We can see that type and value fields together can uniquely identify different routes, when the administrator subfield uses public addressing for an AS number or IP address. However, a customer may choose to announce the route distinguisher using a private AS number or private IP address in the administrator subfield; if this is so, then the provider may choose to impose restrictions on the assigned number subfield so that the routes are distinct within the provider’s network.

Example 18.2  Illustration of labeling in BGP/MPLS IP VPN between two customer edge routers of a customer.

In Figure 18.17, we show an IP packet being sent from CE router CE1 to CE router CE2 at another location; this packet is intended for a network/subnet served behind CE2 (not shown in the figure). Note that the CE1 is connected to the PE router, PE1; similarly, CE2 is connected to PE2. In between PE1 and PE2, the provider has LSRs; we show two in Figure 18.17—we assume that between PE1 and PE2, a label-switched path (LSP) is already established for carrying this customer’s traffic.

First, CE1 forwards the packet to its default gateway, which happens to be PE1. On receiving this packet from CE1, PE1 consults its VRF for route lookup. For the VRF to know that there is a route to networks supported behind CE2, PE1 would need to have already received an advertisement from PE2 about networks supported by CE2. Suppose that the VPN-IPv4
address for the networks supported behind CE2 is advertised as MPLS label 7. The VRF at PE1 would then have an entry for MPLS label 7. Thus, the IP packet will first be prepended with the MPLS label 7. Second, PE1 would look up the LSP setup between PE1 and PE2 that happens to have label 90; thus, the packet will now be prepended by label 90 for using this LSP for packet forwarding.

We can see from the above example that every IP packet will have two labels prepended: the inner label is for route distinguisher, and the outer label is for packet forwarding through the MPLS VPN provider’s network. It is important to note that the route distinguisher is advertised through a BGP advertisement; it is not included in the actual packet forwarding; instead an MPLS label is used. This MPLS label (inner label) is the information advertised with the route distinguisher.

While injection of two labels on an IP packet certainly incurs additional overhead, it provides the ability to clearly separate the route distinguishing part and the LSP part; furthermore, because of this advantage, a provider has the flexibility to use a single LSP between two sites to carry traffic between different customers. Alternately, for the same customer and for traffic between two sites, the VPN provider’s network may choose to set up multiple LSPs through its network for its traffic engineering requirements while satisfying the customers’ goals; note that use of multiple LSPs to split traffic between two sites is transparent to the customers. VPN traffic engineering will be discussed later in Section 19.2. Moreover, there is a scalability advantage since only one label for each pair of ingress/egress points is sufficient through the backbone, instead of having different labels for different customers for the same pair of ingress/egress points.

Now consider again Figure 18.17. If the customer edge routers are also MPLS LERs, then the LSP can possibly be set up from CE1 to CE2 where the receiving customer edge router is responsible for the outer label processing. However, to reduce load on customer edge routers, a function known as Penultimate Hop Popping is performed at the provider edge router (“penultimate hop router”) in which the outermost label of an MPLS packet is removed before the packet is passed to the customer edge router. To activate this function, the edge router must indicate to the penultimate hop router to use implicit null label 3.

Example 18.3  Illustration of multiple customers in a BGP/MPLS IP VPN provider’s network.

Consider the topology shown in Figure 18.18, where two customers are identified as Customer 1 and Customer 2. Each uses private address space 10.0.0.0/8, which is assigned to each site as indicated in Figure 18.18; their CE routers in a particular location connect through the same PE routers in the MPLS VPN provider’s network.
At each PE router, two VRFs would be maintained, one for each customer. When initialized, the network will use an M-BGP protocol to exchange route information, rather than VPN-IPv4 route information, as shown in Figure 18.18 from PE2 to other PE routers—note that when advertising this route, the BGP announcement will include the next hop as that of this PE. Similarly, the other PE routers will advertise route information (not shown in the figure).

It may be noted that the BGP extended community attribute can also be used with distribution of VPN routing information. For example, this can be helpful to customers in controlling the distribution of routes.

Because of policy capabilities of BGP, two customers can choose to exchange traffic through MPLS VPN if they have any business relations. In the above example, Customer 1 might want to exchange data with Customer 2; once the policy determining which routes are allowed to which customer is finalized, the policies can be set up at the PE routers. It should be clear by now that PE routers are acting as BGP speakers.

In general, it may be noted that BGP/MPLS is not designed for all types and sizes of customers or VPN services. For example, a customer that has just two sites in two different locations might choose to tunnel any internal traffic through the public Internet by encrypting the data such as IPSec, especially if it does not require any guaranteed QoS; such a customer does not necessarily need to use the BGP/MPLS approach. This means that the BGP/MPLS approach is meant more for moderate to large customers that have multiple sites and required guaranteed QoS and that have an interest in sharing business traffic with other similar customers; for them, a BGP/MPLS provides a good alternative in an IP framework while bypassing the public Internet. It is worth pointing out that BGP/MPLS is meant for a single VPN provider to operate its network in order to carry traffic for different customers; it does not solve the need of a customer that wants a VPN tunnel between two locations that are not...
served by a single VPN provider’s network—in such cases, often a VPN provider becomes
the contract (“official”) provider who, in turn, makes contractual arrangements, with another
provider to carry the traffic for the customer to locations with which the official provider has
no connectivity.

What about traffic engineering from the point of view of a VPN provider? This will be
discussed later in Section 19.2. Finally, we point out that BGP/MPLS does not have multicas-
ting capability as originally envisioned; extensions have been planned.

### 18.5.2 Layer 2 VPN

In the previous section, we discussed layer 3 VPN using the BGP/MPLS IP VPN approach.
Many customers with offices located in geographically disparate sites are also interested in
layer 2 VPN services; this means that they have a layer 2, e.g., Ethernet, subnet that they
would like to tunnel across a wide-area network so that all sites for a particular customer
look as if they are on the same LAN by, e.g., using standard Ethernet frames. Such a service is
known as a Virtual Private LAN Service (VPLS), transparent LAN services (TLS), or “emulated”
Ethernet service [449].

A key advantage of MPLS is its label-based forwarding mechanism to carry any type
of packets. Thus, input to an MPLS router need not be only IP packets; it can be any other
protocol packets as long as the ingress MPLS router has the functionality to accept them.
When such a packet arrives, MPLS routers add the MPLS label header and forward it to a
destination at another site. For example, such a received packet at an MPLS ingress router
can be an Ethernet frame [449]. Thus, this frame will be carried as an MPLS packet through
the wide-area network and is delivered to an egress MPLS router that will strip off the MPLS
header and deliver the Ethernet frame on the LAN at the other site.

**Example 18.4** A layer 2 over MPLS example.

Consider two geographically disparate sites that a customer needs to be on subnet
10.2.3.0/24. Now consider an IP packet generated at host 10.2.3.49 destined for 10.2.3.22
where the second host is at a different site.

As shown in Figure 18.19, the IP packet generated at host 10.2.3.49 will be encapsulated
as an Ethernet frame that will arrive at the layer 2 CE device, which forwards it to a provider
ingress PE router. The Ethernet frame is then encapsulated in an MPLS packet using an LSP
to reach the egress PE router where the MPLS label is stripped, and the Ethernet frame is sent
to the customer edge device for forwarding to the LAN for delivery to 10.2.3.22. As far as the
two hosts are concerned, the Ethernet frame stayed on the same LAN.

Note that for such services, for each Ethernet frame that arrives at the ingress MPLS
router, two labels are added: (1) at MPLS level to identify the input source, and (2) a label
that serves as the LSP tunnel from the ingress to the egress router. Once the packet arrives at
the egress router, it first removes the label associated with the LSP tunnel, and then for the
second label, a lookup table is checked to find the destination interface to the customer edge
device.

Finally, layer 2 VPN creates an interesting scenario in that more than two sites for the
same customer might want to be connected in the same emulated LAN. Consider again Fig-
Figure 18.19 and imagine a third site for the same customer that is also on 10.2.0.0/16 subnet. In this case, copies of the packet would need to be sent to each destination requiring multiple LSP setup. While this approach is doable, it requires many more LSPs to be set up as well as extra packet transmission, resulting in more bandwidth consumption than necessary. In fact, this approach can be thought of as the conference service on PSTN where more than two parties can join conference, while the underlying connections are all unicast based. The point-to-multipoint (P2MP) concept for use in MPLS is currently being developed to consider this scenario. Later in Section 19.2.4, we will discuss traffic engineering implications for point-to-point and P2MP virtual private LAN services form the point of view of a VPN provider.

18.6 Summary

In this chapter, we have presented two enabling environments for traffic engineering: MPLS and GMPLS. While MPLS is exclusively used for packet-based networks, GMPLS can be used for both packet-based as well as circuit-based networks on modular well-defined data rate levels. Furthermore, GMPLS addresses bidirectional requirements in circuit-mode connections, whereas MPLS is unidirectional. For traffic engineering information exchange in MPLS/GMPLS environment, OSPF and IS-IS protocols have been extended to contain traffic engineering information. It is important to note that the TCP/IP stack is used for exchanging control traffic information in GMPLS. This requires GMPLS nodes to have IP addresses; this aspect is also significant when you consider nested label stacking between MPLS and GMPLS. This is shown earlier in Figure 18.13. Such use of the TCP/IP stack allows label exchanges to be performed seamlessly.

In subsequent chapters, we will discuss how these enabling environments help traffic engineering in a variety of networks.

Further Lookup

MPLS architecture is described in RFC 3031 [604], while label stack encoding is discussed in RFC 3032 [603]. LDP specification is described in RFC 3036 [16]. For extensive coverage
of MPLS, see books such as [167], [211], [263], [271]. Originally, MPLS has been defined for use within a provider’s network (“intra-AS”). Recently, there have been works on extending MPLS for inter-AS; see RFC 4216 [765], RFC 4726 [214].

There have been two primary candidates for traffic engineering specifications in MPLS: RSVP-TE and Constraint-Routing Label Distribution Protocol (CR-LDP, in short). The MPLS working group within IETF recommended discontinuation of any new effort on CR-LDP in 2003 [18]. Extensions of RSVP to RSVP-TE for MPLS have been described in RFC 3209 [43] and RFC 4090 [541], and updates in RFC 4420 [215]; applicability of RSVP-TE to LSP is described in RFC 3210 [44]. We refer readers interested in CR-LDP to RFC 3212 [337], RFC 3213 [35], and RFC 3214 [37].

RFC 2764 [255] presents a framework for IP-based VPN. The concept of BGP/MPLS was presented in RFC 2547 [601], and has been updated in RFC 4364 [602]; for recent work, see RFC 4684 [448] and RFC 4797 [588]. Example 18.3 is adapted from [632]. Layer 2 VPN encapsulation of Ethernet over MPLS has recently been described in RFC 4448 [449]; see also RFC 4761 [376] and RFC 4762 [398].

GMPLS was originally described in RFC 3471 [73] and has been updated in RFC 4201 [372], and RFC 4328 [542]. For routing extensions to GMPLS, see RFC 4202 [375], RFC 4203 [374], and RFC 4205 [373]. GMPLS extension to G.709 is described in RFC 4328 [542]. LMP is described in RFC 4204 [396]. Details on GMPLS can be found in [212].

Exercises

18.1. What are the key differences between MPLS and GMPLS?

18.2. What is the FAST-REROUTE object used for?

18.3. Sample messages for RSVP-TE are available at [744]. Investigate how different values are specified in RSVP-TE messages.

18.4. Explore the current activities of the MPLS-related working groups at IETF.

18.5. Explain the main differences between BGP/MPLS IP VPN and layer 2 VPN.
Routing and Traffic Engineering with MPLS

If one sticks too rigidly to one’s principles, one would hardly see anybody.

Agatha Christie

Reading Guideline
Understanding of the material presented in this chapter requires a basic knowledge of MPLS as presented in Chapter 18. In addition, material on IP traffic engineering (Chapter 7), network flow modeling (Chapter 4), and quality-of-service routing (Chapter 17) for three classes of problems considered is helpful. Note that each problem class should be read independently with the background material from the respective chapters identified here.
In this chapter, we present the applicability of MPLS for routing and traffic engineering for a set of representative real-world problems. Specifically, three problem classes are considered: (1) an integrated IP/MPLS environment for IP traffic engineering, (2) VPN traffic engineering/routing using MPLS, and (3) a voice over MPLS network, that is, an MPLS network where voice or multimedia real-time interactive service is provided. Our discussion here is primarily limited to intradomain traffic engineering.

MPLS is usable in a variety of ways. It is, however, important to understand how it is used so that for any future network design or services deployed, it is possible to explore if and how MPLS can be used.

19.1 Traffic Engineering of IP/MPLS Networks

In this section, we discuss traffic engineering of IP networks, where IP/MPLS-integrated routers are deployed. Recall that IP traffic engineering was discussed earlier in Chapter 7.

19.1.1 A Brisk Walk Back in History

We will first provide a short historical context for the emergence of MPLS for IP traffic engineering. This is only a very brief overview focusing on a few key facts in regard to IP traffic engineering and is not focused on providing precise details of what happened when. For a detailed history of MPLS and its forerunners, refer to [167], [263].

By the mid to late 1990s, it was realized that some form of traffic engineering of IP networks was needed. At that time, large IP networks were either using OSPF or IS-IS protocol and, primarily, either simple hop-based link weight or the inverse of link capacity as link weights. As discussed in Chapter 7, there are many network situations where it is possible for some links to have very high utilization if link weights are not assigned properly.

Somewhat independent of the above development, there were concerns about the IP forwarding engine’s ability to handle a large volume of traffic. Concepts such as IP switching, tag switching, and aggregate router-based IP switching (ARIS) emerged in 1996. It was soon recognized that a standard switching approach for packets is needed, which led to the MPLS workgroup being chartered by IETF in early 1997. By 1999, the role of MPLS in IP traffic engineering was well recognized [42], [45], citing the limitation of OSPF/IS-IS in being able to move traffic away from heavily utilized links due to lack of any control mechanism.

By 2000, however, it was reported that there was indeed a systematic way to determine OSPF/IS-IS link weights for IP traffic engineering [233], [565] (see also [234], [566]). Certainly, this was good news for many ISPs who wanted to continue to run IP-only routers in their network. Six years later, many large ISPs continue to successfully run IP-only networks with good traffic engineering through optimal link weight determination coupled with good traffic matrix determination.

Certainly, MPLS has its place in IP traffic engineering; in fact, many other large ISPs currently successfully run IP/MPLS networks for controlled IP traffic engineering. It is also important to note that MPLS has now found roles in many arenas, as discussed in Chapter 18.

Thus, whether IP-only is better or worse than IP/MPLS for IP traffic engineering is often a matter of opinion and preference; furthermore, this is also tied to customers that a provider is
serving as well as personnel and expertise locally available. Next, we will present the essence of IP/MPLS traffic engineering in a provider’s network in its own right.

19.1.2 MPLS-Based Approach for Traffic Engineering

The basic question is how to control traffic movement through a network if we do not like current traffic flows on different links. Ideally, it is desirable to somehow force traffic to a certain path. This is where one of the benefits of MPLS comes into the picture; that is, an LSP can be set up, where desired and when desired, and the bandwidth flow can be limited.

First note that once a tunnel is set up through MPLS, at the IP level, specifically to the routing protocol, it appears as a logical link. In an IP/MPLS network, the routing protocols such as OSPF and IS-IS are used in extension mode, i.e., OSPF-TE or IS-IS-TE, which provides bandwidth information. This information is then used by the traffic engineering component to determine LSPs.

**When Traffic Demand Is Fixed**

We first start with an example in which the traffic demand is fixed and given.

**Example 19.1  A simple example of IP/MPLS traffic engineering**

We first discuss the four-node example we presented earlier in Chapter 7 for IP traffic engineering; the topology with demand and link capacity is reproduced in Figure 19.1. We assume that the goal is to minimize maximum link utilization; then, the optimal solution is to send 54.54 Mbps of the total east-west traffic on the southern route and the rest of the 5.45 Mbps on the northern route.

In the case with IP traffic engineering, the best we can do is to allow all flow, 60 Mbps, to take the southern route, which is accomplished by choosing link weights so that the cost of the southern route is lower than the northern route. Now consider employing MPLS on this same network. We can now set up two LSPs, one with the guaranteed bandwidth set to 54.54 Mbps (southern path) and the other to 5.45 Mbps (northern path), while the MPLS router on the left provides proportional load balancing in terms of packet flow.
ON DETERMINING OPTIMAL LSPS

To determine where and how many endpoint tunnels (from ingress to egress) are needed, the multicommodity network flow (MCNF) model presented in Eq. (4.4.10) can be used; note the subtle difference with the multicommodity shortest-path routing flow (MCSPRF) model Eq. (7.5.1). Recall that Eq. (4.4.10) is shown for minimizing maximum link utilization; as appropriate, the objective function can be replaced by either a piece-wise linear approximation of the delay function or by a composite function; refer to Eq. (7.6.25) and Eq. (7.6.20), respectively. Once the MCNF model is solved, we will obtain a solution where paths with positive flows will be identified; these paths are then prime candidates for becoming LSP tunnels in the IP/MPLS network. Note that the MCNF model may identify some paths with very small positive flow amounts; such paths may not need to be considered in the final optimal LSPs selected.

As an alternative to the MCNF approach, a constrained shortest-path first approach for LSP determination can be taken. Typically, this approach cannot provide optimal flows under certain situations. This will be illustrated later in the context of MPLS VPN traffic engineering.

TIME-DEPENDENT TRAFFIC VARIATION

Traffic does change quite significantly, for example, in a 24-hour time cycle. Instead of considering a single traffic matrix, multiple traffic matrices for different hours during the day may be estimated. Thus, the MCNF model can be solved on each of these matrices separately. The resulting paths with positive flows for each such traffic matrix are very likely to be different. Yet, some paths will be common. If so, such paths can be candidates for LSP tunnels to be set up as explicit LSP routes where the bandwidth allocation can be varied from one time period to another. For the ones not common, LSPs can be set up on a time-dependent basis. An important issue to keep in mind is that tearing down and setting up LSPs can affect the end-user’s performance. Thus, minimizing such an impact is also important.

WHEN TRAFFIC DEMAND IS NOT FIXED

Next we consider the case in which the traffic demand is not fixed; this case is not to be confused with the case of time-dependent variation in traffic demand. In an IP network, demand is stochastic as it can vary instantaneously; this is sometimes referred to as elastic demand. Thus, from measurements, we can at best determine projected demand, not fixed demand. Going back to Example 19.1, assume that 60 Mbps is the projected demand. Thus, the traffic may fluctuate from this value at any instant, possibly going over 60 Mbps. Thus, if the network is set up with a guaranteed bandwidth on each LSP, then any traffic over 60 Mbps will be denied entry to the network. This is certainly not a good situation in an IP traffic environment. Thus, LSPs would need to be set up carefully to allow for fluctuations and also knowing that one path has much less bandwidth. For instance, when the RSVP-TE Path message is initiated, the LSP on the north path is set up with int-serv under a guaranteed service option to limit it from having to handle any load fluctuations. The LSP on the south path can be set up using RSVP-TE with int-serv under a controlled load service option to allow for flexibility for any overload. Note that there is no instantaneous service or delay guarantee; however, in a best-effort IP network or in a differentiated services IP network, this allows for service-level agreements to be met.
An alternate solution is to set up two LSPs on the south path, where one is set up at 54.54 Mbps with a guaranteed option, and the other one is set up with a null service option. Depending on the implementation, another option is to allow any traffic over 54.54 Mbps to be routed as IP traffic based on the shortest-path first routing decision made by the interior gateway protocols (IGPs). For this to happen, we need to ensure that the links on the north route are set with high weights, so that the IGP does not select this as a preferred route for overflow traffic. Another point to note is that the ingress node must be able to handle overflow of traffic from the first LSP to the second LSP. That is, at any time in IP/MPLS networks, both link weight setting and MPLS LSP setup is possible; while this provides flexibility, it also results in a certain amount of complexity in determining and managing link weights as well as MPLS LSPs so that the network is efficiently used.

**Joint Link Weights and MPLS LSP Engineering**

As stated above, the joint traffic engineering optimization problem determining link weights for the IGP and optimal MPLS LSPs is a complex problem for an integrated IP/MPLS network. We will consider a special case here that allows us to approach this problem through decoupling.

Suppose that a large ISP has a set of critical customers with web servers running directly off this ISP. Because of service-level agreements, it is decided that these customers would get specialized treatment. Thus, at the entry points to the network, traffic trunks for such customers can be defined that point to the address block of web servers; accordingly, LSP tunnels can be set up. Thus, when a real user’s packet arrives at the ingress router, it will go on a “fast track” LSP to the destination, since such LSP tunnels have already been established for user traffic delivery. Alternately, the maximum rate that is allowed to be handled can also be limited using the same idea. In other words, controlled traffic engineering can be helpful in providing special treatment to large customers.

However, all the rest of the users can use standard IP-mode service. Given this, we can approach the joint optimization somewhat differently through a two-stage approach:

- For customers with SLAs, estimate traffic demands and determine the optimal LSPs using the MCNF approach (refer to Section 4.4.2).
- Determine residual link capacities after allocating bandwidth resources for the required LSP.
- For traffic estimated (that does not fall under SLAs provided through MPLS LSPs), consider the link weight optimization approach using an MCSPRF approach (refer to Section 7.5), in which case link capacity is considered to be the residual link capacity.

In addition, some customers might require failure protection as part of the SLA, which can be supported through FAST-REROUTE option in MPLS and by providing backup LSPs. In general, customers with varied levels of protection requirement might need to be accommodated through MPLS tunnels. To traffic engineer a network for this requirement, the transport modeling approach presented later in Section 24.4 can be used; see also [665], [750], [751].
Finally, it may be noted that through label stacking, MPLS allows LSP tunnels to be set up in the “middle”; see Figure 18.5 for an example of tunnel in the middle. Based on traffic profile and knowledge of a specific network, it is quite possible to consider the option of creating tunnels in the middle. However, the general problem of selecting tunnels at the end and also determining where in the middle is a difficult combinatorial optimization problem.

GENERAL REMARK

We can see from the above discussion that in an IP/MPLS environment, the traffic engineering approach and decision depend on what types of customers a provider is serving, and the level of guarantee needed for meeting demand volume request.

19.2 VPN Traffic Engineering

It may be noted that VPN is a widely used terminology for a broad variety of VPN services, including accessing a corporate network from home through a VPN service. Here, the meaning of VPN is different in that a corporate customer may have offices in different physical locations distributed geographically; such customers would like to lease a seamless virtual link connectivity through another provider (“VPN provider”) that has geographic presence in these areas. In this section, we present an MPLS VPN traffic engineering approach for such virtual services. Note that this usage of MPLS is quite different from the IP/MPLS traffic engineering issue for an ISP. Here, our focus is networks provided by MPLS/VPN providers, which is not to be confused with public ISPs. Such a VPN is also known as a provider-provisioned VPN (PPVPN); generic requirements and terminology for PPVPN can be found in [17], [517].

In Chapter 18, we discussed how PPVPN can be accomplished using BGP MPLS. We briefly review a few key points for the purpose of VPN traffic engineering. Here, we consider the case where the connectivity is provided at layer 3, i.e., a layer 3 VPN service. For illustration, we will assume that each customer has its own address block. From the point of view of the VPN provider, it will be necessary to have an LER where a customer is connected at layer 3, and then another LER at the other geographic location to connect back to the customer. Thus, within the VPN provider’s networks, the LERs serve as ingress and egress points and the provider can have multiple LSRs for transiting traffic; such VPN providers are referred to as MPLS VPN providers, or more generally, as PPVPN providers. Note that the ingress and egress points serve as locations for LSP tunnels to originate and terminate to serve different customers. Furthermore, LERs are referred to as provider edge (PE) routers, while the routers at customer sites are referred to as customer edge (CE) routers.

Later, we will consider another VPN concept called layer 2 VPN (refer to Section 18.5.2). In this case, the customer edge is not a router. This is discussed later in Section 19.2.4.

19.2.1 Problem Illustration: Layer 3 VPN

We will illustrate a routing/traffic engineering problem from the perspective of an MPLS VPN provider who will be referred to as ProviderStealth. This provider has three customers:
19.2 VPN Traffic Engineering

**TABLE 19.1** Customer demand matrix.

<table>
<thead>
<tr>
<th>Customer ID</th>
<th>Locations between</th>
<th>Bandwidth Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer A</td>
<td>Kansas City (27.27.0.0/24)</td>
<td>San Francisco (27.27.128.0/24)</td>
</tr>
<tr>
<td>(27.27.0.0/16)</td>
<td>Kansas City (27.27.1.0/24)</td>
<td>New York (27.27.192.0/24)</td>
</tr>
<tr>
<td></td>
<td>San Francisco (27.27.128.0/24)</td>
<td>New York (27.27.192.0/24)</td>
</tr>
<tr>
<td>Customer B</td>
<td>San Francisco (42.84.0.0/20)</td>
<td>New York (42.84.128.0/20)</td>
</tr>
<tr>
<td>(42.84.0.0/16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Customer C</td>
<td>San Francisco (2.4.0.0/20)</td>
<td>New York (2.4.128.0/20)</td>
</tr>
<tr>
<td>(2.4.0.0/16)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 19.2** LSPs chosen as traffic engineering tunnels.

<table>
<thead>
<tr>
<th>Customer ID</th>
<th>Origin-Destination</th>
<th>LSP for TE Tunnel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer A</td>
<td>SF-KC (for 27.27.1.0/24)</td>
<td>LER-SF1 - LSR-SF - LSR-KC - LSR-NCY</td>
</tr>
<tr>
<td></td>
<td>KC-SF (for 27.27.128.0/24)</td>
<td>LER-KC1 - LSR-KC - LSR-SF - LSR-SF1</td>
</tr>
<tr>
<td></td>
<td>KC-NY (for 27.27.192.0/24)</td>
<td>LER-KC1 - LSR-KC - LSR-NCY - LER-NY1</td>
</tr>
<tr>
<td></td>
<td>NY-KC (for 27.27.1.0/24)</td>
<td>LER-NY1 - LSR-NY - LSR-KC - LSR-KC1</td>
</tr>
<tr>
<td></td>
<td>SF-NY (for 27.27.128.0/24)</td>
<td>LER-SF1 - LSR-SF - LSR-NCY - LER-NY1</td>
</tr>
<tr>
<td></td>
<td>NY-SF (for 27.27.192.0/24)</td>
<td>LER-NY1 - LSR-NY - LSR-SF - LER-SF1</td>
</tr>
<tr>
<td>Customer B</td>
<td>SF-NY (for 42.84.128.0/20)</td>
<td>LER-SF1 - LSR-SF - LSR-KC - LSR-NCY - LER-NY2</td>
</tr>
<tr>
<td></td>
<td>NY-SF (for 42.84.0.0/20)</td>
<td>LER-NY2 - LSR-NY - LSR-KC - LSR-SF - LER-SF1</td>
</tr>
<tr>
<td>Customer C</td>
<td>SF-NY (for 2.4.128.0/20)</td>
<td>LER-SF2 - LSR-SF - LSR-NCY - LER-NY2</td>
</tr>
<tr>
<td></td>
<td>NY-SF (for 2.4.0.0/20)</td>
<td>LER-NY2 - LSR-NY - LSR-SF - LER-SF2</td>
</tr>
</tbody>
</table>

Customer A, Customer B, and Customer C. Customer A has locations in three cities: San Francisco (SF), Kansas City (KC), and New York (NY), while Customer B and Customer C have locations only in San Francisco and New York. We assume that each of these customers has already obtained an IP address block as follows:

- Customer A: 27.27.0.0/16
- Customer B: 42.84.0.0/16
- Customer C: 2.4.0.0/16

Customer A decides to activate only three subnets at a /24 level: 27.27.1.0/24 for KC, 27.27.128.0/24 for SF, and 27.27.192.0/24 for NY. Customer B has decided to equally divide its address space in its two locations using /20 and, thus, has allocated 42.84.0.0/20 to SF and 42.84.128.0/20 to NY. Customer C has also used the same address allocation rule for its address block, i.e., 2.4.0.0/20 to SF and 2.4.128.0/20 to NY. Each customer has a bandwidth requirement between its different sites as located in Table 19.1.

ProviderStealth has LERs and LSRs at a PoP in each city and customers would need to have connectivity to each PoP’s LERs at respective locations; ProviderStealth’s responsibility then is to meet the demand requirement of each customer in its MPLS VPN network. ProviderStealth’s core network links are assumed to be OC-3 (155 Mbps), which provides an OC-3 rate in each direction. The entire network topological view is shown in Figure 19.2(a). From the bandwidth requirement, we can see the total bandwidth requirement between SF and NY is 200 Mbps; since ProviderStealth has only OC-3 capacity between SF and NY, it cannot meet the total bandwidth requirement using this direct link. By inspecting its capacity...
FIGURE 19.2  MPLS-VPN routing/traffic engineering example.
in the entire network, it can route Customer B’s requirement through KC taking the path SF to KC to NY using LSRs in each city. Accordingly, ProviderStealth will set up label-switched paths for traffic engineering tunneling for Customer B.

The LSPs in each direction are listed in Table 19.2 where FECs can be assigned based on the network destination for each customer. Note that LSPs are unidirectional; thus, two LSPs must be set up to meet the bidirectional requirement on bandwidth. The routes for the LSPs are shown in Figure 19.2(c), while the logical connectivity view to each customer would be made apparent of the MPLS VPN network by the MPLS VPN provider and is shown for each customer Figure 19.2(b).

Remark 19.1. Customers’ private addressing and MPLS VPN.

In the above illustration, we used different IP address blocks for different customers. It is now common for organizations to use private IP address block such as 10.0.0.0/8 for numbering within their organizations with different subnets defined for different locations. Because of this, it is possible that two different customers have the same private address subnets, say 10.5.3.0/24 assigned for their own locations. This may look conflicting from the point of view of proper routing within the MPLS network. However, this is not an issue if BGP/MPLS IP VPN functionality [601], [602], presented earlier in Section 18.5.1, is used, which uses route distinguishers to distinguish between two customer’s subnet addresses. Regardless of the numbering issue, the traffic engineering problem faced by the VPN provider is the same as if the address blocks were unique.

19.2.2 LSP Path Determination: Constrained Shortest Path Approach

Assume that MPLS routers are equipped with a constrained shortest path first (CSPF) algorithm, which is similar to shortest path algorithm, Algorithm 2.4, described in Chapter 2. There are two main differences/requirements: (1) a link is considered only if it has the bandwidth available to meet the request, and (2) a path must be computed only for a given destination, say, v. A simple way to address the first difference is to prune links that do not meet the bandwidth requirement by temporarily setting the link cost to infinity. For the second requirement, the algorithm needs to stop as soon as the path is found. For completeness, the basic idea of a CSPF algorithm is listed in Algorithm 19.1 using the same notation as used in Chapter 2; note that this algorithm is particularly stated for meeting bandwidth constraint. Other resource constraints can be considered as well by appropriately changing Step 2 of this algorithm.

To use CSPF for the problem illustrated, we first note that in our case, the link cost may be set to the hop count. The bandwidth availability can be determined at each router based on OSPF-TE or IS-IS-TE for traffic engineering. With this information, a sequence of steps would need to be performed that can be invoked at each router independently as follows:

1. Set up TE 100-Mbps tunnel for Customer C (at LSR-SF from SF to NY, and reverse)
   

2. Set up TE 80-Mbps tunnel for Customer B (at LSR-SF from SF to NY, and reverse)
   
   Available link bandwidth: SF-NY: 55 Mbps; SF-KC: 75 Mbps; KC-NY: 75 Mbps
**Algorithm 19.1** Constrained shortest path first algorithm: from node $i$ to node $v$, for bandwidth constraint, computed at time $t$

1. Network $N$ and cost of link $d_{km}^i(t)$ and available bandwidth on $b_{km}^i(t)$ on link $k-m$, as known to node $i$ at the time of computation, $t$.

2. For link $k-m$, if available bandwidth, $b_{km}^i(t)$, is smaller than bandwidth request $b$, then set link cost temporarily to infinity, i.e., $d_{km}^i(t) = \infty$.

3. Initially, consider only source node $i$ in the list of nodes considered (“permanent list”), i.e., $S = \{i\}$; mark the list with all the rest of the nodes as $S'$ (“tentative list”). Initialize
   $$D_{ij}(t) = d_{ij}^i(t), \text{ for all } j \in S'$$

4. Identify a neighboring node (intermediary) $k$ not in the current list $S$ with the minimum-cost path from node $i$, i.e., find $k \in S'$ such that $D_{ik}(t) = \min_{m \in S'} D_{im}(t)$.
   - If $k$ is the same as destination $v$, stop.
   - Add $k$ to permanent list $S$, i.e., $S = S \cup \{k\}$.
   - Drop $k$ from tentative list $S'$, i.e., $S' = S' \setminus \{k\}$.
   - If $S'$ is empty, stop.

5. Consider neighboring nodes $N_k$ of the intermediary $k$ (but do not consider nodes already in permanent list $S$) to check for improvement in the minimum-cost path, i.e.,
   $$D_{ij}(t) = \min\{D_{ij}(t), D_{ik}(t) + d_{kj}^i(t)\} \tag{19.2.1}$$
   go to Step 4.

---

3. Set up TE 20-Mbps tunnel for Customer A (at LSR-SF from SF to NY, and reverse)  
   *Available link bandwidth:* SF-NY: 35 Mbps; SF-KC: 75 Mbps; KC-NY: 75 Mbps

4. Set up TE 45-Mbps tunnel for Customer A (at LSR-SF from SF to KC, and reverse)  
   *Available link bandwidth:* SF-NY: 35 Mbps; SF-KC: 30 Mbps; KC-NY: 75 Mbps

5. Set up TE 60-Mbps tunnel for Customer A (at LSR-KC from KC to NY, and reverse)  
   *Available link bandwidth:* SF-NY: 35 Mbps; SF-KC: 30 Mbps; KC-NY: 15 Mbps

Since MPLS tunnel setup is undirectional, each direction must be set up separately. The change in *available capacity* at each link after each step is also noted above. Step 2 above requires further explanation. Since after Step 1, link SF-NY has only 55 Mbps left, CSPF will prune this link since it cannot meet the 80-Mbps requirement, which will result in choosing path SF-KC-NY.

Note again that CSPF is performed by each router independently based on its current view of bandwidth availability. Suppose that requests were submitted and invoked in the following order in which the first two steps from the above are swapped:

1′. Set up TE 80-Mbps tunnel for Customer B (at LSR-SF from SF to NY, and reverse)  
   *Available link bandwidth:* SF-NY: 75 Mbps; SF-KC: 155 Mbps; KC-NY: 155 Mbps
2. Set up TE 100-Mbps tunnel for Customer C (at LSR-SF from SF to NY, and reverse)  
   *Available link bandwidth*: SF-NY: 75 Mbps; SF-KC: 55 Mbps; KC-NY: 55 Mbps

3. Set up TE 20-Mbps tunnel for Customer A (at LSR-SF from SF to NY, and reverse)  
   *Available link bandwidth*: SF-NY: 55 Mbps; SF-KC: 55 Mbps; KC-NY: 55 Mbps

4. Set up TE 45-Mbps tunnel for Customer A (at LSR-SF from SF to KC, and reverse)  
   *Available link bandwidth*: SF-NY: 55 Mbps; SF-KC: 10 Mbps; KC-NY: 55 Mbps

Now we can see that after the fourth step, there is not enough unsplit tunnel bandwidth left in the network to accommodate the final request of 60 Mbps. It may be noted that in the above case, you can go back and release the first LSP that was already set up in order to rearrange and fit them all. That is, in most cases, the CSPF approach works quite well; however, the order can matter and it is important to be careful. Otherwise, extra work/steps would be needed to reset some LSP tunnels. This is an issue, in particular, if network bandwidth is tight. If there is plenty of bandwidth, CSPF should not have trouble finding feasible paths. However, rearrangement can be time consuming for a large network, especially if it were to be done at the command line.

### 19.2.3 LSP Path Determination: Network Flow Modeling Approach

In this section, we discuss how to arrive at an optimal traffic engineering solution from the point of view of the MPLS VPN provider using a network flow optimization approach. For the small network example we have discussed, we can use functionalities such as OSPF-TE or IS-IS-TE to obtain bandwidth information about different links, and then issue a tunnel setup command at the router’s command line interface, which invokes the constrained shortest path approach. While this is a doable approach, it is not a scalable approach as the network size grows; in addition, the impact of the order of the CSPF invocation is difficult to predict in a large network.

Thus, in a large network environment, it would be necessary to do global optimization for the best traffic engineering solution. Here, for ease of illustration, we will still consider the same example as in the previous section and discuss how optimization is performed. In addition, the following discussion shows how network flow modeling presented earlier in Chapter 4 can be used for VPN traffic engineering.

The network has a total of eight LERs/LSRs in the ProviderStealth’s network, of which five are LERs. Thus, a simple way to look at it is that we need to consider a $5 \times 5$ traffic demand matrix. However, this is often not necessary since instead of using an LER-level view, we can consider a PoP-level view. That is, there are three PoPs, one each in San Francisco, Kansas City, and New York. Thus, the core network routing is the key problem here rather than how an LER is connected to an LSR at a particular PoP. Second, the core network links are usually where the capacity is more constrained; here, we have used an OC-3 link. A link between an LER and an LSR in the same PoP may be on a gigabit Ethernet LAN—certainly, this bandwidth is not as tight of a constraint as the core network link. Thus, we can abstract the problem at the PoP-to-PoP level as a three-node in which a node represents a PoP.

Thus, we will consider the PoP-to-PoP network problem. We have three distinct customers that we need to track separately. However, we do not need to consider each direct
path separately; for this model, bidirectionality can be used, which reduces the number of constraints to be considered. After the solution is obtained, the LSPs can be generated based on direction.

To see how to model the problem, consider Customer B, for which we need to choose from two possible candidate paths: either direct on SF to NY or the alternate one from SF to KC to NY. We can assign two unknowns for these two possible paths, and impose the binary requirement that only one of them must be chosen, i.e., the following decision requirement:

\[ x_{B\_sf\_ny} + x_{B\_sf\_kc\_ny} = 1 \]

where \( x_{B\_sf\_ny} \) can take either the value 0 or 1; this is similar for \( x_{B\_sf\_kc\_ny} \). Certainly, both cannot be 1 in the final solution since that will then violate the above equation. In the same way, we can write for other demands. Since there are five demands (three for Customer A and one each for Customers B and C), we will have a total of five such equations. Note that if we were to consider each direction separately, we would have 10 equations—an unnecessary increase in the number of equations, which becomes very prominent in solving a large network problem. Next, we need to consider the bandwidth constraint on each core link. Consider the OC-3 link with a capacity of 155 Mbps between SF and KC. This link can be used by any of the paths for each of the customers, as long as the capacity is not exceeded. We need to consider the fact that if a path for a customer between two locations is chosen, then this path must be allocated the demand requirement. We will use the demand requirement as stated earlier in Table 19.1. If, for example, path \( x_{A\_sf\_kc\_ny} \) is chosen, then on each link, SF-KC and KC-NY, 80 Mbps would need to be allocated. Since the unknowns are defined as binary variables, we can multiply such a variable by the demand amount. If we now consider all of the possible candidate paths for different customers and locations, we see that for the SF-KC link the following condition must be satisfied:

\[
45 x_{A\_sf\_kc} + 60 x_{A\_kc\_sf\_ny} + 20 x_{A\_sf\_kc\_ny} \\
+ 80 x_{B\_sf\_kc\_ny} + 100 x_{C\_sf\_kc\_ny} \leq 155
\]

Since not all Xs can take a value of 1, these capacity constraints must work in concert with the decision requirements. Finally, an objective function may be considered that is appropriate for the provider. For simplicity, we will assume here that the “cost” of each possible path is one. We can write the entire optimization problem as follows:

Minimize \( x_{A\_sf\_kc} + x_{A\_sf\_ny\_kc} + x_{A\_kc\_ny} + x_{A\_kc\_sf\_ny} \\
+ x_{A\_sf\_ny} + x_{A\_sf\_kc\_ny} + x_{B\_sf\_ny} + x_{B\_sf\_kc\_ny} \\
+ x_{C\_sf\_ny} + x_{C\_sf\_kc\_ny} \)

subject to

\[
d_{45\_A\_sf\_kc}: x_{A\_sf\_kc} + x_{A\_sf\_ny\_kc} = 1 \\
d_{60\_A\_kc\_ny}: x_{A\_kc\_ny} + x_{A\_kc\_sf\_ny} = 1 \\
d_{20\_A\_sf\_kc\_ny}: x_{A\_sf\_kc\_ny} = 1 \\
d_{80\_B\_sf\_kc\_ny}: x_{B\_sf\_ny} + x_{B\_sf\_kc\_ny} = 1 \\
d_{100\_C\_sf\_kc\_ny}: x_{C\_sf\_ny} + x_{C\_sf\_kc\_ny} = 1 \\
l_{sf\_kc}: 45 x_{A\_sf\_kc} + 60 x_{A\_kc\_sf\_ny} + 20 x_{A\_sf\_kc\_ny} \\
+ 80 x_{B\_sf\_kc\_ny} + 100 x_{C\_sf\_kc\_ny} \leq 155 \\
l_{sf\_ny}: 45 x_{A\_sf\_ny} + 60 x_{A\_kc\_sf\_ny} + 20 x_{A\_sf\_kc\_ny} \\
+ 80 x_{B\_sf\_ny} + 100 x_{C\_sf\_ny} \leq 155 \\
l_{kc\_ny}: 45 x_{A\_sf\_ny\_kc} + 60 x_{A\_kc\_sf\_ny} + 20 x_{A\_sf\_kc\_ny} \\
+ 80 x_{B\_sf\_kc\_ny} + 100 x_{C\_sf\_kc\_ny} \leq 155
\]
Note that the above is the format accepted by CPLEX, a linear optimization tool discussed earlier in Chapter 4. Note that each decision equation or constraint is identified at the beginning of the line with a name; for ease of tracking, we have embedded the demand value and location/customer information in such names for decision requirements, for example, \( d_{80 \_B \_sf \_ny} \), and link names, for example, \( l_{sf \_kc} \). Also, note that to indicate the binary nature of the path choice, the unknowns must be declared as “Integer,” which means binary by default in CPLEX. On solving this model, we obtain the following solution:

\[
\begin{align*}
x_{A \_sf \_kc} &= 1, x_{A \_kc \_ny} = 1, x_{A \_sf \_ny} = 1, \\
x_{B \_sf \_kc \_ny} &= 1, x_{C \_sf \_ny} = 1.
\end{align*}
\]

All of the rest of the decision variables are zero. We can see that for Customer B, path SF-KC-NY is selected. Accordingly, this solution can be implemented by generating LSPs in each direction by taking into account the LER-LSR path; this is shown earlier in Table 19.2. It may be noted that this problem does not have a unique solution. For instance, Customer C could have routed on SF-KC-NY instead of Customer B; the capacity constraints will still be satisfied and the objective cost as defined here would be the same. Thus, sometimes additional factors need to be taken into account in defining the objective function such as whether any cost weight should be given to any customer, or on link utilization, or if twice the weight should be placed on two-link paths. Accordingly, the objective function can be adjusted in the above model. For example, if we were to give twice the weight to longer paths, then the objective function will take the following form:

\[
\begin{align*}
\text{Minimize} & \quad x_{A \_sf \_kc} + 2 x_{A \_sf \_ny \_kc} + x_{A \_kc \_ny} + 2 x_{A \_kc \_sf \_ny} \\
& + x_{A \_sf \_ny} + 2 x_{A \_sf \_kc \_ny} + x_{B \_sf \_ny} + 2 x_{B \_sf \_kc \_ny} \\
& + x_{C \_sf \_ny} + 2 x_{C \_sf \_kc \_ny}
\end{align*}
\]

Note that for the above problem, the optimal solution would not change by using this modified objective. We have listed the above objective to illustrate another point. Suppose the fact that unknowns are to be binary is not declared, i.e., the part with “Integer” is left out. What does this mean? This means that decision equations must be satisfied, but each can take fractional values at the solution. In fact, for this problem by ignoring the binary requirement, with the modified objective, we find that the solution for Customer A remains the same. Customer B will be routed on the direct SF-NY route, while Customer C’s requirement will be split over two paths: 55% on the direct SF-NY path and 45% on the SF-KC-NY path; that is, a 55-Mbps tunnel is created on the SF-NY path and another 45-Mbps tunnel on the SF-KC-NY path. Recall our discussion earlier about a traffic trunk being split on two LSPs; this is an example of how this can be generated through a network flow modeling approach; here, the customer requirement is a traffic trunk.
There are several additional points to note:

- For the same objective function considered, the total bandwidth required to accommodate all demands with nonsplit LSPs is more than with split LSPs. This is an important observation that is a result of linear programming theory: integer linear programming solution cost is either equal to or more than linear programming solution cost when the same objective function is minimized where the cost coefficient in the objective function is nonnegative. For instance, in the above example, with modified cost function, the split solution results in a total network bandwidth requirement of 350 Mbps as opposed to 385 Mbps for the nonsplit solution, out of a total bandwidth of $3 \times 155 = 465$ Mbps in the core network.

- The above observation can be used either to decide to split traffic trunks into multiple paths if the network capacity is tight, or to temporarily delay capacity expansion cost.

- The decision to split a traffic trunk for a customer into multiple paths could itself depend on the terms of the SLA with the customer. Accordingly, this requirement can be taken into account in the modeling phase. In particular, for the customers for which a traffic trunk split is allowed, the path variables can be defined using continuous variables, and for the customers where the traffic trunk split is not, the path variables are defined using binary variables, as presented earlier; the network flow modeling framework can handle this mixed-mode scenario, which results in a mixed integer linear programming problem.

- In addition to customer traffic, a network carries control traffic and management traffic. Thus, on each link, a certain amount of bandwidth can be set aside. This can also be incorporated in the network modeling approach. For example, if 10 Mbps is to be set aside on each link for control and management traffic, then the link capacity constraint requirement “<= 155” can be replaced by “<= 145.” The same idea can also be used if no links are to be allocated to its fullest capacity in anticipation of future requests.

- The bandwidth requested by a customer may vary depending on time. This scenario occurs when customers have plants in different countries around the globe. When coupled with pricing for such service, a time-varying bandwidth requirement may be requested. If so, it would be necessary to do a network reoptimization periodically because of the time-dependent demands; the model discussed above can still be used except that the bandwidth demand value at the time of re-optimization will change while the network capacity will remain the same. The important issue to note is that if an LSP for an explicit route is to be released and a new one is to be established, some customers may be affected; therefore, minimizing this effect is important. However, bandwidth change on an already existing explicit route has little impact.

- Typically, the bandwidth requirement for customers is based on service-level agreements (SLAs). Often, at any particular instant, the tunnels established may not be fully utilized by the customer, and/or if one customer is using them, another customer may not use them at the same instant. Thus, a “bank”-style approach can also be taken. For example, a bank guarantees that it has the funds for your account; they do so in the hope that not all customers will withdraw all their money at the same time. A similar approach is possible
in VPN networking. Suppose that we assume that each customer is likely to use about 80% of their bandwidth requirement on an average. Then, this can be taken into account in LSP generations since RSVP-TE includes a controlled services option. This can be taken into account in the network modeling approach; for example, the 45-Mbps requirement of Customer A can be replaced by 36 Mbps \((= 0.8 \times 45)\), and similarly for others. Accordingly, the link capacity constraints can be adjusted.

If the network is large and a large number of customers are to be supported, then the number of tunnels to be set up will also grow. Thus, the use of an automated configuration management system to invoke tunnel setup would be required; such a management system can also check for label assignment and addresses mapping issues to ensure that different customers paths are assigned properly. Second, the number of candidate paths that is to be considered in the network flow modeling approach can be generated using the \(k\)-shortest path approach (refer to Section 2.8). The network modeling formulation for the general case is Model (4.5.3), presented in Chapter 4, and is thus not repeated here.

Finally, while CPLEX is efficient in solving linear programming problems, it is time consuming to solve large integer linear programming problems due to their combinatorial nature. Thus, other specialized algorithms may be developed. A detailed discussion about such approaches can be found, for example, in [564].

### 19.2.4 Layer 2 VPN Traffic Engineering

In layer 2 VPN, the CE device is a layer 2 device, not a router; we have discussed the basic concepts behind layer 2 VPN using MPLS in Section 18.5.2 to provide virtual private LAN service. We first briefly explain again why such a service is appealing. Consider again a customer that has corporate offices in two different locations where their layer 2 facility is Ethernet based. This customer wants a connectivity between these two sites instead of assigning separate IP address blocks so that it appears as if it is part of the same LAN. This way, it can have a common supernettetted subnet that covers both sites, and the entity to be shipped between different site is Ethernet frames. This approach of using Ethernet as the bearer is also appealing for carrying any protocol other than IP.

The question from the point of view of a layer 2 VPN provider is how to route such a layer 2 request between the customer’s sites. For the VPN provider, there might be many such requests from different customers to facilitate. In each case, the customers enter a VPN network from a CE device to an ingress edge router in which lookup tables for LSPs to the ingress node must be configured. In fact, conceptually this picture is not different than the view shown in Figure 19.2(c). We can now assume Customer A to be the one wanting a layer 2 service between SF and KC; it is similar for other customers.

Thus, for the VPN provider to do traffic engineering based on many customers’ requests, the basic network flow model is then the same as the one described in Section 19.2.3, which is a nonsplittable multicommodity network flow (MCNF) model, for determining optimal LSP paths through the provider’s network. In this case, the demand volume request can be based on the customers’ own estimates of how much they need, which becomes the bandwidth request to the VPN provider, for example, in terms of an SLA.

Consider again Figure 19.2(c). Note that both customers B and C have demand requests between SF and NY. In this specific example, the routes through the network were found to
be different based on the optimization goal. Suppose that the route selected were found to be the same—they are both to use SF-KC-NY route. This poses an interesting question for the VPN provider—should the provider combine these demands into a single LSP on the route SF-KC-NY? From the traffic point of view, two labels can be used to differentiate traffic for different customers at the edge devices while using a common LSP for both. An advantage of combining such a request is that there are fewer numbers of tunnels to manage and track within the VPN provider’s network; however, if each customer has a different bandwidth request, it must be ensured at the ingress point that no individual customer’s agreed upon bandwidth receives more than its share.

Now consider the case of P2MP virtual private LAN service (refer to Section 18.5.2). From the service provisioning point of view, the P2MP scenario would then require a tree structure for delivery within the MPLS networks. Such a tree structure can be addressed in the following ways: (1) set up multiple point-to-point LSP tunnels as before; the ingress router generates multiple copies to be sent on each LSP tunnel destinations, or (2) the MPLS has multicast functionality. How do we handle these from the point of view of traffic engineering by the VPN provider?

If multiple tunnels are to be set up due to the lack of P2MP capability in the MPLS VPN network, then different requests for different sites need to be identified first and then the point-to-point model from Section 19.2.3 can again be used for determining optimal tunnels.

If the network is equipped with multicast functionality, then for the P2MP case, a candidate tree generation concept instead of a candidate path generation concept in the MCNF model is required. The generation of such candidate trees for use in an MCNF modeling framework is discussed in [564, § 4.6.2].

### 19.2.5 Observations and General Modeling Framework

From the illustration of different scenarios above for VPN traffic engineering, whether layer 2 or layer 3, we can say that the VPN routing/traffic engineering problem can be classified as a Type B classification according to our service classification tabulated earlier in Table 17.1. Thus, this use of MPLS is primarily a transport network service mode. If such requests are to be set up on semi-permanent basis, and different customer requests might arrive over a time horizon for tunneled services, then from the point of view of the VPN provider, the network traffic engineering problem can fall under the transport network routing framework as discussed in Chapter 24. This means that there are multi–time period VPN transport routing problems to consider for the provider, for which the model presented in Section 24.3 is applicable.

It is also possible that some customers might want protection and restoration of traffic engineering tunnels through a VPN provider’s network. From MPLS functionality point of view, FAST-REROUTE can be used. From modeling the route selection for primary and backup path for many such requests, while some might have partial protection, the model presented later in Section 24.4 can be used.

Finally, under certain situations, dynamic transport and reconfigurability of LSP tunnels for customers are also permissible; if so, then a Type C classification, listed in Table 17.1, is also applicable.
19.3 Routing/Traffic Engineering for Voice Over MPLS

Real-time interactive applications such as voice and multimedia can also be carried over MPLS. This means that for the duration of the call, a connection is set up for a voice call and MPLS then provides a reserved path for the voice call through an MPLS network, much like circuit-switching for packet delivery. The connection setup aspect can be, for example, SIP based; this will be discussed later in Section 20.4.3. In general, voice over MPLS can mean either (a) voice over IP over MPLS, or (b) voice directly over MPLS. Sometimes, Voice over ATM over MPLS is also listed under this category.

To directly do voice over MPLS, the basic idea is to set up LSP tunnels as traffic trunks and then multiplex multiple calls on the same LSP. Such LSPs may be set up on an end-to-end basis with the MPLS network to carry a voice call, or a call may travel over multiple LSPs.

The MFA forum [487] has standardized the LSP structure for multiplexing voice calls, which is shown in Figure 19.3. An LSP has an outer label that identifies an LSP for two endpoints, and one or more VoMPLS primary subframes. Between the outer label and the primary subframe, an optional inner label is also allowed. Each primary subframe carries four fields: channel ID, payload type, counter, and length. The channel ID field is to identify VoMPLS channels. Up to 248 channels can be multiplexed within a single LSP tunnel; however, using the inner label, the stacked label property of MPLS can be invoked to allow multiple different streams within an LSP.

You may note that VoMPLS falls under a Type A classification, listed earlier in Table 17.1. This means that a call is to be established as soon as the request arrives, bandwidth is to be reserved on a label switch path for each voice call, and, thus, link capacity resources are used on the link an LSP traverses. On average the duration of such a call is relatively short. Note that an LSP is not set for each call; rather, an LSP is set up to serve as trunkgroups between MPLS routers, on a periodic basis—thus, there is no scalability issue of setting up such LSPs.

![LSP Structure in VoMPLS](adapted from [487]).
using, say RSVP-TE. This is not to be confused with call setup signaling on a per-call basis that can be based on either ISUP messaging or SIP.

In a sense, this usage of MPLS for voice service is essentially the same as QoS routing discussed in greater depth in Chapter 17; thus, we refer the reader to this chapter for further details. Note that here MPLS LSPs serve as trunkgroups between two routers, thus forming a virtual topology in which calls are to be routed. The alternate call routing concept discussed in Chapter 17 means that in this MPLS environment, the MPLS routers for voice services would need to have alternate call routing capability.

If alternate call routing functionality is not available, then LSP tunnels set up for trunkgroups would serve as direct links. The capacity of these links would need to be engineered so that call-blocking probability is kept low at an acceptable Grade of Service (GoS). Voice traffic engineering was discussed earlier in Chapter 11 and will be discussed again in the context of VoIP in Chapter 20.

An important issue is that call traffic volume can vary over time. Either LSP can be set up statically with plenty of bandwidth that does not change over time, or it may frequently be set up along the way with the required capacity to meet GoS. Note that this may result in bandwidth allocation to an LSP, and then deallocation later since it is not needed due to a drop in call traffic volume.

In the presence of dynamic traffic, the dynamic allocation/deallocation problem can actually lead to network instability showing oscillatory behavior when there is no control. This oscillatory behavior is shown in Figure 19.4(a); here, to denote change in offered traffic over time, a sinusoidal traffic arrival curve is used that is subjected to allocation and deallocation of bandwidth on a tunnel if the blocking is below acceptable QoS tolerance or if it is above QoS tolerance, respectively. If simple controls such as hold-down timer between updates are used, it is possible to arrive at a stable environment (see Figure 19.4(b)). Thus, in a dynamical setup of LSPs, to meet service guarantee requirements, it is important to consider the LSP bandwidth update procedure in a way that avoids network instability. See [266] for further discussion.

![Figure 19.4](image-url)

**Figure 19.4** Transient performance due to an LSP bandwidth allocation/deallocation scheme: (a) instability; (b) corrected through control.
19.4 Summary

In this chapter, we have presented a set of routing and traffic engineering problems in which MPLS can be used. In general, an MPLS traffic engineering-based approach requires several issues to be considered, such as path management, traffic assignment, network information dissemination, and network management [42]. We have highlighted several approaches for traffic assignment and path management for different MPLS-based environments.

An important flexibility about MPLS is that depending on the service offered, it can fall in one of the three classifications identified earlier in Table 17.1. MPLS provides powerful capabilities if you know how to use it. In this chapter, we have presented a set of examples to illustrate the flexibility of MPLS. Furthermore, we have illustrated how various routing paradigms, including a network flow-based modeling approach, can be helpful in determining the optimal routing for a particular problem.

Further Lookup

For a historical treatment of the “birth” and development of MPLS, including an excellent organization of historical Internet drafts and RFCs on this subject, see [263].

For provider-provisioned VPN, see [517]. For discussions on issues related to traffic engineering an IP network, see [42], [45]. For dynamic two-layer reconfigurability, see [474]. For an early implementation of MPLS-enabled switch for routing, see [111].

For a dynamic MPLS environment with anticipation of future service request, a network would need to consider minimum interference routing [349], [757]. Such services can be served also using mechanisms that are variations of trunk reservation; the concept of trunk reservation is discussed elsewhere in this book.

Additional information about voice over MPLS can be found with the MFA forum; see [487].

Exercises

19.1. Discuss where and how MPLS-based IP/MPLS traffic engineering is different from “pure” IP traffic engineering.

19.2. Consider the network illustrated in Figure 19.2(a) and the network flow modeling approach described in Section 19.2.3.

(a) Extend the model if the traffic trunk for Customer C is allowed to be split. Determine the optimal flows and tunnels if the objective function is the same as the one discussed in Section 19.2.3.

(b) Assume that Customer B requires protection through FAST-REROUTE using a backup path. Extend the model to accommodate this change. Does the network have enough capacity to accommodate this request? If not, determine minimum additional capacity needed on each link if the objective is to load balance the network with no link having more than 70% utilization once this new capacity is added.

(c) Each customer requests full protection back up tunnels with dedicated tunnels. Does the network have enough capacity to meet this request? If not, determine
the minimum additional capacity needed in the network to serve this request, and
determine the optimal LSP tunnel routing configuration.

(d) Suppose that Customer A wants full-protection backup path; Customer B wants
partially-protection backup up path with 50% guarantee; and Customer C requests
a basic MPLS tunnel service with guarantee bandwidth, but no protection for fail-
ure. Present a network flow optimization model. Determine if additional capacity
is needed in the network. If so, determine the minimum additional capacity needed
and the optimal LSP tunnel routing configuration.

19.3. Generalize the network flow model for traffic engineering for a network of \( L \) links and
\( K \) demands in which \( K_1 \) customers require path protection, \( K_2 \) customers allow traffic
trunk to be split, and \( K_3 \) require no-split traffic trunks.
20

VoIP Routing: Interoperability Through IP and PSTN

If I knew where the songs came from, I’d go there more often.

Leonard Cohen

Reading Guideline

This chapter assumes an understanding of many pieces covered in this book. In particular, the reader is expected to be familiar with Internet routing architectures (Chapter 9), call routing in PSTN (Chapter 10 and Chapter 13), including some understanding of SS7 signaling (Chapter 12), IP traffic engineering (Chapter 7) and, voice traffic engineering (Chapter 11).
Voice service over IP networks has received considerable attention in the past decade. This raises the issue of providing seamless voice service (and/or multimedia services) between an IP and PSTN. In this chapter, we present call routing in this hybrid IP-PSTN environment; for brevity, it will be referred to as voice over IP (VoIP) routing. As you will see in this chapter, there are several different scenarios possible. We consider a representative set of scenarios to show how call flow and routing would work when IP and PSTN are interconnected.

20.1 Background

Introduction of VoIP requires hybrid integration of the PSTN and the Internet. There are three key environments that we will discuss in detail in this chapter. They are broadly referred to as VoIP environments and can be briefly stated as follows:

- A call originating and terminating in PSTN that can use IP networks and protocols
- A call originating in a telephone network terminating in the Internet, and vice versa
- Call handling/routing work in an all-IP environment.

You may note that in some cases we have used the term “Internet” and in other cases as “IP network”; there is a subtle difference that we want to distinguish for VoIP environments. When we use “Internet,” we refer to the public Internet, while “IP networks” is used to refer to the possibility that it is primarily a private IP network while not ruling out the public Internet.

To consider the above environments, there are several issues to consider. At the heart of it all is addressing. For example, the two key addressing schemes, E.164 for PSTN and IPv4 for Internet, must somehow interwork. Second, due to extensive deployment of SS7 for PSTN, SS7 point code addressing and protocols must also be interworked. Third, number portability is also another important factor to consider. All of these must work seamlessly without breaking the current service functionality and unduly affecting quality of service (QoS) requirements. Furthermore, there has been wide-scale deployment of private IP addressing both in residential and in enterprise settings that uses NAT/NAPT functionality; this then brings up the practical necessity of making VoIP work in such an environment where VoIP devices behind a private IP address interface with the public network and still can communicate.

This brief discussion indicates that there are many complexities involved. Thus, it is tempting to say “why don’t we just move to an all-IP public network” for VoIP and Internet services with the hope that this resolves or minimizes all of the problems and issues mentioned above. While this may occur over time, this is not currently or in the near future completely possible for practical, real-life reasons, such as the huge installation base of PSTN and PSTN equipment, regulatory policies in different countries, wide-scale use of private IP addressing, and implementation costs. Thus, in this chapter, we consider the three environments listed earlier, along with the addressing factor for routing. Because of the mix of many components, there are many possible approaches; we present only a representative set of scenarios; by no means is this an exhaustive list. We have left enough room here for you to wonder and imagine other possible combinations.
20.2 PSTN Call Routing Using the Internet

In this section, we will discuss call routing for plain old telephone service (POTS) where the Internet is part of the call.

20.2.1 Conceptual Requirement

Chapter 13 covered PSTN architecture and routing in detail; you may note that our discussion on routing was focused primarily on a central office switch to another central office switch when a call is dialed by a user, in a traditional TDM environment. The segment from the user’s residential telephone to the central office switch was assumed to be analog and directly connected through copper-wire technology. This segment is often referred to as the user-to-network interface (UNI).

Briefly, the UNI in the case of telephone service provides the following functionalities: when a user picks up the receiver at a residential phone, the central office recognizes that the receiver is off-hook and the central office provides the dial tone. On hearing the dial tone, the user dials a sequence of numbers to reach the desired party. If the central office is successful in setting up the call, the user hears the ring. A conversation takes place if the other party picks up the receiver, and the voice analog signal is carried by the UNI to the central office; this is then converted to 64 Kbps for carrying it, for example, through the PSTN using TDM switching. When the conversation ends, either party can hang up the receiver—at this point the phone goes to an on-hook state.

What if we want to replace the analog UNI segment with a different technological environment? There are two aspects to consider: (1) replacing the direct line with a nondirect networked connectivity mode, and (2) changing the communication mode to a packet-based communication environment. In addition, it is imperative that both the phone end and the central office end have the proper adapters so that the basic as well as any add-on functions, of the phone service for the UNI part is still possible. Interestingly, a number of technical environment has been proposed in the past two decades to address this; we limit our discussion to a representative set of scenarios in order to bring in the routing component.

For example, for the UNI part when a data protocol can be used, there are several possibilities. For our illustration, we will assume that the ITU-T Q.931 protocol is used; this protocol provides the basic call control for access signaling.1 Call signaling within the network part in PSTN, however, would still use SS7. Then, the message flow for call establishment and call teardown, commonly referred to as call flow, would be as shown in Figure 20.1. As you can see, Q.931 has a set of messages that can essentially be considered to equivalent be to SS7 ISUP messages.

Suppose that the nondirect connectivity mode uses an IP-based environment. That is, what happens if the UNI is an IP network, and we want to use Q.931 for UNI call signaling? Then, the VoIP adapter must have the functionality to create Q.931 packets that are then car-

---

1ITU-T recommendation H.323 is an umbrella protocol suite for packet-based multimedia services in a local area network environment. The call signaling component of H.323 is described in H.225.0, which, in turn, is a subset of ITU-T recommendation Q.931 protocol. Thus, you will see the use of an expression such as “call setup is done using H.323,” which then refers to relevant Q.931 messages used for call setup signaling. Thus, H.323 and Q.931 are often used interchangeably, although it is certainly important to understand the context of this usage.
rried over the IP networks. To accommodate the PSTN network side of UNI for the above situation, the central office switch must have an adapter as well. This adapter is a media/signaling gateway. This gateway function then has the ability to communicate with the VoIP adapters for exchange of call connection-related messages and packetized voice packets. This gateway function can either be physically integrated with the central office switch, or can be a separate server that also has circuit-mode functionality to communicate with a central office switch. In this environment, call management is accomplished by the central office switch through this gateway. Note that the gateway end would need to have an IP-based interface, so that it can receive and interpret packetized Q.931 messages; furthermore, it must also have an interface that can talk to the central office switch end for using SS7 messaging. In return, the gateway would need to generate a Q.931 message to send to the VoIP adapter over an IP network. This basic conceptual picture allows a regular phone to be used to connect to the PSTN, as shown in Figure 20.2.
20.2 PSTN Call Routing Using the Internet

20.2.2 VoIP Adapter Functionality

Going beyond the conceptual picture, there are certain practical considerations to take into account. While the VoIP adapter would require a telephone jack such as an RJ-11 jack to connect a regular telephone to it, it would also need to have an Ethernet RJ-45 jack since this is the most commonly deployed physical interface for connectivity to an IP network through Ethernet. In addition, the VoIP adapter would require the following:

- It has IP-stack based software and can generate IP packets as dictated by the upper layer for transmission in Ethernet format.
- It has add-on software/functionality to generate Q.931 messages, voice packetization, and the ability to generate certain sounds such as the dial tone that can be heard through the phone receiver.

You can see that instead of a plain telephone relying on the central office switch for all its functionalities, it would use the VoIP adapter as a proxy for the central office switch.

20.2.3 Addressing and Routing

Next, we need to reconcile two addressing schemes: E.164 for PSTN and IPv4 for Internet. Note that IPv6 has similar issues when reconciling with E.164 and is not discussed separately. A basic requirement is that a telephone number is to be associated/homed with a specific central office switch; this number can be associated as a native number or through number porta-
bility. The second requirement is that both the VoIP adapter and the media/signaling gateway attached to the central office switch must have IP addresses associated with them. In addition, due to the use of SS7 signaling in PSTN, SS7 point code addressing also comes into the picture. Note that the VoIP adapter requires authorization to talk to the signaling/media gateway, which can be accomplished if the subscriber obtained the VoIP provider from its telephone service provider and the authorization process is, for instance, preconfigured, which may include hardware address information of the VoIP adapter. It should be noted that the provider is not required to statically assign the IP address for each VoIP adapter.

We will now illustrate call routing using Figure 20.3. Consider E.164 number +1-816-339-1706. This is located in country code +1 (North American zone, specifically in the United States), in area code 816. Thus, the central office to which this number is natively homed is identified by 816-339, and has the SS7 point code assigned as 243.1.3. For ease of discussion, the service provider that is assigned this address block and maintains this central office switch will be referred to as Provider X. We assume that the signaling/media gateway associated with this switch has the static IP address, 2.98.179.1. Allocation of the number +1-816-339-1706 to the subscriber (“Subscriber A”) by Provider X requires a local postal address. For example, in the United States, this is required, for example, for billing purposes and also to determine the location for 911 emergency service. Using the VoIP adapter, Subscriber A would need to initialize the service. This involves the follows steps:

- Subscriber A connects a POTS telephone to the VoIP adapter.
- Subscriber A connects the VoIP adapter to the Internet.
- The VoIP adapter acquires an IP address, say, through the dynamic host configuration protocol; we assume the address is 42.42.34.12.
- The VoIP adapter with IP address 42.42.34.12 starts an initial configuration session with the gateway that has IP address 2.98.179.1. Since both these devices have Internet addresses, any packet generated by the VoIP adapter will be routed through the Internet to
destination IP 2.98.179.1 (refer to Chapter 9). Through this process, the telephone number of the subscriber, +1-816-339-1706, is verified and stored in the VoIP adapter.

Now, Subscriber A is ready to make a call. Suppose that Subscriber A wants to call another subscriber (“Subscriber B”) with the number +1-816-367-2525. Both of these are then local numbers. Assume that Subscriber B uses a POTS to connect to the central office switch through analog copper-wire technology to the central office switch identified as 816-367. The following steps occur:

- Subscriber A picks up the receiver. The phone then goes to the off-hook stage. The VoIP adapter with IP address 42.42.34.12 generates a notification packet that is routed to the gateway with IP address 2.98.179.1; the gateway checks with the central office switch, identified with location routing number (LRN) 816-339-0000, if dial tone service can be provided. If the switch allows the dial tone capability, then the gateway sends a response packet back to 42.42.34.12 that affirms dial tone service. The VoIP adapter then generates the sound for a dial tone so that the subscriber can hear the dial tone; note that the dial tone sound is not generated by the gateway; the gateway only generates a data packet that indicates the dial tone service while the VoIP adapter generates the actual sound.

- Since this is a local call, Subscriber A dials the numbers 367-2525 to reach Subscriber B. The called party number 367-2525 and calling party number 339-1706 are inserted in the payload of the packet generated by the VoIP adapter to send to the gateway 42.42.34.12; this packet is then the Q.931 SETUP message that is embedded in an IP packet.

- The central office that is home to Subscriber A will determine the outgoing trunkgroup and routing, consulting the SCP database, if needed, for delivery to 367-2525; refer to Chapter 9 for different scenarios that are possible and details for this call routing. The originating central office with its SS7 point code address (marked as 243.1.3) will identify the SS7 address for the next TDM switch, and so on, until the signal arrives at the destination central office (marked with SS7 point code address 244.1.1). Once Subscriber B’s phone rings, an SS7 message will be communicated back to the original central office. This switch will be in charge of generating a Q.931 ALERTING message via its gateway to indicate call ringing for Subscriber A. On receiving this message, the VoIP adapter will generate the audio for the ring so that Subscriber A can hear it.

- If Subscriber B now picks up the receiver (called party off-hook state), then its home central office switch will generate an SS7 ANM message directed to the originating central office. Once it receives this message, the originating central office switch will generate a Q.931 CONNECT message through its gateway, which is transmitted to the VoIP adapter. Thus, as soon as the VoIP adapter receives the message, it will indicate the CONNECT state by stopping the ring tone and providing connectivity for voice communication.

Once the CONNECT state is established, the voice packetization will take place as soon as the conversation begins. This packetization will occur at the gateway for an audio stream directed to Subscriber A and at the VoIP adapter for an audio stream directed to Subscriber B; in the former case, the source IP address is 42.42.34.12 and the destination IP address is 2.98.179.1; in the latter case, the source IP address is 2.98.179.1 and the destination IP ad-
address is 42.42.34.12. Both ends would need to do translation of voice packets. At the VoIP adapter, it would need to convert to analog form in the 4-KHz range for the plain telephone, and while at the gateway, it would need to convert to 64-Kbps PCM coding known as G.711 standard for transmission in TDM in the core of the PSTN. Unless, another audio conversion standard is introduced at the gateway, G.711-based VoIP packets will be carried to the VoIP adapter; thus, the VoIP adapter must be G.711 aware so that it is compatible with the gateway.

How does either end of the IP network know whether IP packets received are for the call signaling function or for the voice media since this is not distinguishable at the IP address level? The distinction is accomplished at the transport layer protocol through different transport port numbers. Furthermore, for reliable delivery, the Q.931 packets can be carried in a TCP session; because some voice packet loss may be tolerable, voice packets, however, can be carried over UDP.

Suppose that Subscriber A would like to call a number located in a different country such as the number +91-11-62345678 (“Subscriber C”). The process would be the same as above. The subscriber will dial the number including the international access code. This will be transmitted as payload in a Q.931 SETUP message to the central office switch. The central office switch will recognize that it is an international call and will then do call routing as described earlier in Chapter 13. This would require SS7 point code address translation at an international gateway to the ITU point code address (not shown in figure); the SS7 messages can then be properly routed to the destination central office identified by ITU SS7 point code 4.9.12 so that the call communication to +91-11-62345678 can be established.

Next, how would a call originating with Subscriber B destined for Subscriber A work? In this case, the SS7 call establishment message, IAM, will start from SS7 point code 244.1.1 and will be routed to point code 243.1.3, the home central office for Subscriber A. The gateway will generate a Q.931 setup message with payload containing called and calling number that will be encapsulated in an IP packet that will be routed to 44.44.34.12. Once the phone rings at Subscriber A’s end, an ALERTING message will be generated by the VoIP adapter to let the central office know that the phone is ringing so that this information can be communicated back to Subscriber A. Similarly, a call from Subscriber C will be routed to Subscriber A.

Finally, we consider an example in which Subscriber A calls another subscriber (“Subscriber D” with E.164 number +1-816-339-1605) who is also homed of the same central office switch and uses the service through the VoIP adapter (Figure 20.4). When Subscriber D registers, the gateway notes the IP address of Subscriber D’s VoIP adapter, which is currently at IP address 27.14.32.10. Now, Subscriber A calls Subscriber B; the Q.931 SETUP message encapsulated in an IP packet is still sent to the gateway, which then realizes that Subscriber B is also a VoIP customer. Thus, the gateway retransmits this Q.931 SETUP message to the VoIP adapter of Subscriber B through the Internet, by announcing its IP address as the source IP address; thus, IP address translation would take place at the gateway. Because of this address translation, on receiving this message, the VoIP Subscriber D responds back to the gateway, not directly to the VoIP adapter of Subscriber A. Once a connection is established, the encoded voice packets for the audio stream would still go through the gateway from Subscriber A to Subscriber D, and vice versa. It is important to note that once the call is established, it is conceptually possible and feasible to allow a direct audio stream from the VoIP adapter address 42.42.34.12 of Subscriber A to the VoIP adapter address 27.13.32.10 of Subscriber B and back without involving the gateway, a concept referred to as antitromboning. Despite this possibil-
ity, this may not be used in practice, for example, due to (1) Provider X being required by regulatory reasons to track all call flows through a call detailed record, and (2) Provider X having no ability to monitor and troubleshoot if a subscriber complains about service quality when direct audio stream communication was allowed from one subscriber to another.

20.2.4 Service Observations

There are certain important observations to note:

- If there is a loss of electricity at the home where the VoIP adapter is located, then the subscriber cannot avail itself of the phone service; this is not to be confused with purposefully turning off the VoIP power much like turning off a mobile phone. That is, always-available service is not completely possible unlike a plain telephone connected to the central office switch where the electricity for the phone is directly supplied by the central office.

- Subscriber A’s VoIP adapter is not tied to the IP address 44.44.34.12. The subscriber may decide to take the VoIP adapter and connect to the Internet from anywhere in the world. What gateway 2.98.179.1 really needs to be able to identify is that the VoIP adapter is authorized and that it has an assigned E.164 number. This is possible since this information is payload in a Q.931 message, which is then carried in an IP packet.

- The ability to take the VoIP adapter and connect to the Internet from anywhere is of great interest to the subscriber. This way any local call to which the telephone number was assigned is still a local call. In essence, this functionality provides location portability.

- The location portability, however, creates a problem in certain situations. For example, Subscriber A who has the number +1-816-339-1706 takes the VoIP adapter anywhere and connects to the Internet, and then dials for 911 emergency service. The 911 operator will understand it as coming from the physical postal address on record. Recently, there have been new discussions on how to to handle such issues; refer to [523] for recent developments.
Certainly, some of the above issues are beyond the purview of network routing. Yet, they provide a perspective on how location portability is possible while certain regulatory issues are to be completely addressed.

### 20.2.5 Traffic Engineering

From a service perspective, an important aspect is QoS. Since packets for call control that use Q.931 and for media are being transmitted over the Internet, a stringent end-to-end guarantee such as delay or jitter is not possible. Still it is important to take measures to provide good QoS. To understand this, we consider a few factors.

**PER-CALL BANDWIDTH REQUIREMENT**

First, we need to understand the bandwidth requirement of a call. Suppose that G.711 PCM coding is used for voice; its data rate in TDM is 64 Kbps. The sampling rate for G.711, as originally specified for use in the TDM environment, is every 10 millisec. However, for IP packetization a different time frequency can be used. A typical packetization frequency is 20 millisec; this results in 50 packets (= 1 seconds/20 millisec) generated per second. Thus, for a 64-Kbps rate, the packet size for voice-coded information generated every 20 millisec will be

\[
\frac{64\text{Kbps}}{50} = 1280 \text{ bits} = 160 \text{ bytes}.
\]

There is overhead involved in carrying a 160-byte packet in an IP network. The best-known mechanism for audio payload for IP is real-time transport protocol (RTP) that has a 12-byte overhead. RTP, in turn, is carried over UDP protocol that has an 8-byte overhead. IP default header is 20 bytes. Thus, each packet has 40 bytes of header overhead when counted at the IP level. Together, a G.711 codec voice packet generated every 20 millisec will be of size 200 bytes (= 160 + 40). Note that this size packet is generated 50 times every second. Thus, the IP-level date rate is

\[
200 \text{ bytes} \times 8 \text{ bits per byte} \times 50 \text{ packets per second} = 80 \text{ Kbps}.
\]

Thus, a 64-Kbps voice circuit is translated to an 80-Kbps rate at the IP level.

Now consider layer 2 overhead. Suppose that each packet is carried in an Ethernet frame. Note that Ethernet has 26 bytes overhead per frame due to 8 bytes of preamble, 14 bytes for the header, and 4 bytes for the trailer. Thus, at the Ethernet level, every G.711 packet of 160 bytes, which is 200 bytes at the IP level, becomes 226 bytes, and the data rate becomes 90.4 Kbps. Thus, Ethernet induces another 13% overhead over the IP packet.

Another common technology in the core of the Internet is SONET technology such as OC-3 which uses Packet over SONET (PoS) for carrying IP packets over SONET. PoS uses PPP protocol with HDLC to frame an IP packet; in most common cases, this induces 5 bytes of header and 4 bytes of trailer for a total of 9 bytes. Thus, PoS overhead is 4.5% (9 bytes over 200 bytes) to carry an IP packet, and a G.711 voice call data rate at the SONET level is 83.2 Kbps.
20.2 PSTN Call Routing Using the Internet

**Additional Factors/Overhead**

In addition to header overhead, there are other overheads for each call. For example, call control is accomplished using Q.931. Typically, four minimum messages are generated when a call is established (SETUP, ALERTING, CONNECT, and CONNECT ACK); the ALERTING message is repeated frequently until the user at the other end picks up the phone. At connection tear-down, three messages are generated (DISCONNECT, RELEASE, and RELEASE COMPLETE). During the life of a call, some additional messages are generated that are periodic; for example, RTCP control messages are generated for RTP synchronization; typically, this is limited to 5% of the RTP data traffic. Now consider the duration of a voice call, which is often estimated to be on average 3 min. Thus, we can see that Q.931 one-time messages for each call are almost insignificant overhead; most overhead is due to RTCP. These various control packets are small, typically 50 to 100 bytes; this means that a 160-byte G.711 coded packet is still the most dominant packet size.

Thus, considering a 80-Kbps data rate for voice coding over IP, we see two types of overhead: one for the layer 2 technology and the other for call control/management overhead. It is safe to say that together, this overhead is not more than 20%. Thus, a simple rule of thumb for an equivalent data rate by taking this overhead into account is 80 Kbps \( \times \) 20\% overhead = 96 Kbps. Thus, a simple rule to consider is that the path of a call within the IP network can receives a 96-Kbps data rate. This is then primarily affected by any bottleneck link segment along the path. Assuming Internet service providers in the core are maintaining capacity with good traffic engineering objectives, the bottleneck then potentially falls into two places: (1) the place at which the user connects the VoIP adapter, or (2) the IP link from the service provider’s gateway to the Internet. For example, if the user connects the VoIP adapter from behind a cable modem or DSL service, it is often possible to get the data rate estimated above.

**Call-Carrying Capacity**

Now consider the IP link from the gateway connected to the Internet. Note that this gateway will be required to handle traffic for all its customers with VoIP adapters. The gateway, being IP based, might not have the proper mechanism to block any calls; however, as we go through this analysis, you will see how the call rate can be monitored for QoS. Assume that this link is an OC-3 link; the SONET payload available to PoS for OC-3 is 149.760 Mbps. Assume that call bandwidth, including overhead as estimated above, is 96 Kbps at the PoS level. Thus, this link has a maximum call-carrying capacity of 1560 (= 149.76 Mbps/96 Kbps). Using the Erlang-B loss formula, we can find that to keep call blocking below 1%, it can handle around 1531.2 Erlangs of offered load. Thus, this load-to-link capacity ratio gives a utilization around 97%.

This is where we need to understand another important fact. While packets for a particular call stream are essentially equispaced when generated, the call arrival is not. Call arrival is typically assumed to follow Poisson arrival, and each stream is then dictated by the start time of a particular call. Because of the nature of the call arrival and its impact, ensemble packet arrival will have Poisson arrival behavior. Now, from a discussion of IP traffic engineering (refer to Section 7.1.4 in Chapter 7), we know that link utilization should be kept at a level so that packet delay is not impacted. Suppose that we want to keep utilization at less than 60\% to avoid unduly impacting packet delay; this is especially important for VoIP traffic. This means that we cannot let utilization build up to 97\% as would be indicated by the call capacity–based
computation, which is meant for pure circuit-mode assessment. In other words, we need to be restrictive to the more stringent requirement, i.e., the minimum of these two utilization values, which is at 60%. Note that 60% of the SONET payload capacity of 149.76 Mbps is 89.86 Mbps. At 96 Kbps of call bandwidth, effective call capacity becomes 936 voice call units. At this call capacity, we do not need to again impose the blocking requirement since this is already accounted for; in other words, 936 can also serve as the acceptable maximum offered load in Erlangs. With this offered load, call blocking will be essentially zero. If we now assume that the average call duration time is 3 min, then for an OC-3 link interface to the gateway, we can find that an acceptable call arrival rate is approximately

\[
\frac{936 \text{ Erlangs}}{180 \text{ sec}} = 5.2 \text{ calls/sec.}
\]

Thus, the provider can monitor the call arrival rate at its gateway, for example, by monitoring Q.931 SETUP message arrivals. If the average call arrival rate is found to be noticeably more than 5.2, then this would mean that this OC-3 does not have sufficient capacity to provide good QoS; it is then time to do capacity expansion. The caveat here is that 5.2 is not a magic number for use with an OC-3 link. As you can see from the above discussion, it depends on the following key factors: (1) use of G.711 coding, (2) overhead estimation to determine call data rate, (3) link utilization and call blocking trade-off, and (4) average call duration. By following the above analysis, you can compute an acceptable arrival rate if any of these factors change.

### 20.2.6 VoIP Adapter: An Alternative Scenario

We now revisit the VoIP adapter issue. While we presented a specialized hardware–based adapter scenario earlier, this is not always necessary. In other words, a computer or a laptop can be loaded with a software-based adapter to mimic the same signaling or media generation functionality; this can then talk to the IP interface of a central office, and in essence, the phone number can be associated with the computer regardless of where it is located since the communication between the computer and the central office is over the public Internet. Certainly, it is possible to have the computer turned off; thus, for an incoming call, a central office with an answering machine service is desirable.

### 20.3 PSTN Call Routing: Managed IP Approach

The scenario we are about to describe is similar to the above scenario, with certain differences. In this instance, a subscriber receives the adapter from the provider (“Provider Y”) but is required to physically locate it at the postal address provided at the time of sign-up. Certainly, this does not provide the flexibility of taking the phone anywhere as discussed above, but it addresses regulatory requirements and serves many customers who would like a nonmobile phone that provides POTS. Such a service paradigm is currently being deployed primarily in a cable modem environment, known as PacketCable, where the cable service provider wants to provide a home telephone service to its cable customers [456], [457]. A VoIP phone connectivity using an RJ-11 jack along with a RJ-45 jack for a computer connectivity is available through an embedded Multimedia Terminal Adapter (eMTA). The name implies that
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FIGURE 20.5 Cable IP networking for telephony services.

In addition to voice, such terminals are intended for multimedia services. The conceptual architecture for cable IP networking for telephony is shown in Figure 20.5.

In this case, the IP networking available at the customer’s home utilizes a cable facility that already belongs to Provider Y through the cable modem service. For example, the customer through cable modem service has IP accessibility. Thus, the eMTA is connected to the cable line (refer to Figure 20.5). The cable modem is visible to the Cable Modem Termination System (CMTS) using Data Over Cable Service Interface Specification (DOCSIS) protocol, for example, with DOCSIS v. 1.1, which provides QoS. It should be noted that CMTS is primarily a layer device that can be integrated with a layer 3 router for IP communication. Thus, from the eMTA at home to the call manager server, this entire IP network is in the jurisdiction of Provider Y; this forms a managed IP backbone for Provider Y (see Figure 20.5). PacketCable specification requires each endpoint to have a fully qualified domain name. Thus, from the call management server, DNS lookup can be performed and IP address allocation to different MTAs can be done. Since mobility is not involved here, we can say that each telephone number is then associated with an IP address that may likely remain the same for a long time, although for ease of tracking a fully qualified domain name (FQDN) is used with each IP address and it has the form such as billing-number.provider.NetworkRouting.net. Another way to look at it is that this network is intradomain and the provider might choose to run OSPF or integrated IS-IS for all its IP routers in this network. Thus, traffic engineering of this IP network would require optimal link weight determination in order to maintain minimum delay (refer to Chapter 7). Alternately, the provider might choose to deploy integrated IP/MPLS routers, in which case MPLS-based controlled traffic engineering can be used (refer to Chapter 19).

From a deployment point of view, the actual network architecture can be quite different depending on the cable network provider’s physical domain. For example, if a cable network provider’s service is limited to a geographic location, such as a metropolitan area, the exit point to PSTN can be in one location as shown in Figure 20.5; however, if the cable provider has multiple geographic locations, or a nationwide presence, it might consider the option of
routing a call originating in one geographic location to another geographic location, typically considered as a toll call, within its network, rather than entering PSTN and exiting in another location back to the cable network. This might be desirable from a cost perspective and for business reasons. In this scenario, the provider will have call management functions in different geographic locations, and depending on the number dialed by a subscriber, the actual point of leaving the network might be different, resulting in early-exit routing or late-exit routing within its IP network. Accordingly, traffic engineering and routing issues are to be addressed.

It may be noted that the cable provider would typically need to lease high-bandwidth circuits such as OC-3 from a telecommunication provider for connections between different metropolitan areas in order to form its IP network. The telecommunication provider, in turn, would then need to address such requests through transport network routing and provisioning.

20.4 IP-PSTN Interworking for VoIP

From the above discussions, you can see that IP-PSTN internetworking in general is an important issue. In this section, we discuss the generic IP-PSTN interworking where a call starts in PSTN and ends in IP networks, or vice versa. This is different than the previous examples in that the actual end devices are not both analog telephones.

For use with telephony and multimedia real-time two-way applications, the session initiation protocol (SIP) has been developed for an IP environment. For ease of reference, a SIP-compliant phone will be referred to as a SIP phone. It may be noted that SIP handles only the session control aspect of a call; the actual media for a call is packetized and handled using RTP. An important point to note about SIP is that it can be used end-to-end from one end device to another; it does not require a separate protocol for the network part. You can contrast this with the situation in PSTN where, within a network, ISUP SS7 messaging is used while for the end device to central office, a different protocol such as Q.931 is used.

20.4.1 Gateway Function

In our discussion earlier, we introduced the role of a gateway for interfacing between IP and PSTN to use an analog POTS telephone through a VoIP adapter. We now discuss the general functionality of a gateway interfacing an IP network providing SIP phone services and PSTN.

A conceptual picture is presented in Figure 20.6. There are three components, media gateway controller, signaling gateway, and media gateway, in this conceptual architecture. The signaling gateway receives SS7 ISUP messages from PSTN and passes them to the media gateway controller; these messages are then translated to SIP-equivalent messages for transmittal over the IP network; similarly, the media gateway controller receives SIP messages, which are passed to the signaling gateway to generate equivalent SS7 ISUP messages for transmittal over the PSTN.

An important role of the media gateway controller is to control the audio streams, typically through a PCM-coded circuit-switched voice channel on the PSTN side and using RTP on the IP side. Note that the controller would need to act and inform the media gateway regarding media handling based on the status of a call, such as being established or released. The controller is the brain in this system and is required to maintain states and translation
for different connections. As you can see, there are two interfaces involved in this architecture: one between the signaling gateway and the media gateway controller, and the other between the media gateway controller and the media gateway; for the former, a protocol known as the streaming control transmission protocol (SCTP) can be used, while for the latter, the MEGACO/H.248 protocol can be used. However, the signaling gateway, the media gateway, and the media gateway controller are often bundled together as an integrated gateway server since from an operational network point of view, such equipment is easier to manage; in this case, a vendor can do exchanges internally without using SCTP or MEGACO. Note that this equipment would handle two different addressing schemes: SS7 point code addressing and IP addressing. Furthermore, it will need to handle three different types of links: SS7 signaling link, circuit trunkgroup for PCM voice, and IP link.

### 20.4.2 SIP Addressing Basics

We now briefly describe SIP functions as related to call routing. Similar to SS7 ISUP messages, SIP defines a set of messages and actions for call establishment and release. SIP, however, has an important additional feature: it has a built-in portability concept. That is, it is not necessary to tie a physical address. To provide this mobility function, SIP has its own addressing mechanism that looks similar to an email address—this is known as a SIP Universal Resource Identifier, or SIP URI in short. For telephony use in E.164 addressing, the SIP standard also allows the use of another format called tel URI.

Suppose that a subscriber has a SIP phone with E.164 number +1-816-323-2208. Its tel URI for SIP-based service can be listed as

```
tel:+18163232208
```

or, in more human readable form as

```
tel:+1-816-323-2208
```

Both are acceptable usage since “-” is to be ignored during call processing. The equivalent SIP URI refers to the same SIP phone, but requires additional information, as shown
20.4.3 SIP Phone to POTS Phone

Suppose that a subscriber with a SIP phone (“Subscriber A”), identified through tel URI tel:+1-816-323-2208, would like to talk to another subscriber (“Subscriber B”) who has a POTS telephone with telephone number +1-816-367-2555. We next describe the call setup and call release between these two heterogeneous phones being served by different types of networks. In the process, we will identify the relevant SIP messages that are associated with SS7 ISUP messages.

Suppose that the IP address of the SIP phone with tel URI tel:+1816-323-2208 is identified as 27.5.16.22 and the proxy’s IP address as 27.5.16.1. The gateway is identified for the IP network with IP address 27.0.1.2 and for the SS7 network with SS7 point code 241.1.7. On the PSTN side, the call terminates at the central office switch with SS7 point code 244.1.1; this switch is the home to the Subscriber B’s analog POTS phone. In Figure 20.7, we indicate addresses of all entities along with the call flow and messages generated. Note that Subscriber A would dial 3442525 based on local dialing instructions. The SIP phone will generate an SIP INVITE message; the key components of this message are as follows:

```
INVITE sip:+18163672525@proxy1.NetworkRouting.net;user=phone SIP/2.0
From: <sip:+18163232208@proxy1.NetworkRouting.net;user=phone>
To: <sip:+18163672525@proxy1.NetworkRouting.net;user=phone>
Via: SIP/2.0/TCP host-a-client.NetworkRouting.net:5060
```

First note that SIP is a text-based protocol. The first word in the first line indicates that it is an INVITE message followed by SIP URI and the version number of the SIP protocol used. The SIP URI for Subscriber A’s SIP phone is listed in the “From” field, and the “To” field contains the SIP URI of the destination. Although Subscriber A has dialed 3672525, the SIP phone is responsible for conversion to the correct SIP URI. Note that only at the IP header level (not shown) will the source IP be identified as 27.5.16.22 and the destination IP address as 27.5.16.1. The “Via” field indicates that TCP is used for reliable delivery of this message; in addition, the domain name for Subscriber A’s SIP phone and the transport layer port number (“5060”) are included. Since the SIP session is to be established using TCP, a TCP connection setup will need to be initiated to 27.5.16.1, thus requiring first exchange of TCP establishment
segments: SYN, SYN-ACK, and ACK (not shown in Figure 20.7). Once the TCP session is setup, the SIP INVITE message will be sent. Note that in this case, the device addresses are found to be from the same IP subnet (27.5.16.0/24), and thus the packet delivery will use any local mechanism such as Ethernet.
Once the SIP INVITE message is received at the proxy, it will generate a “100 TRYING” response message to the SIP phone to indicate that it is trying to establish a connection in the forward direction; this response message will be transmitted back through the TCP session already in place. The proxy will also initiate a SIP session with the gateway 27.0.1.2 and regenerate a SIP INVITE message as follows:

```
INVITE sip:+18163672525@gw1.NetworkRouting.net;user=phone SIP/2.0
From: <sip:+18163232208@proxy1.NetworkRouting.net;user=phone>
To: <sip:+18163672525@proxy1.NetworkRouting.net;user=phone>
Via: SIP/2.0/TCP proxy1.NetworkRouting.net:5060;branch=z9hG4bK2d4790.1
Via: SIP/2.0/TCP host-a-client.NetworkRouting.net:5060;branch=z9hG4bK74bf9
;received=27.5.16.22
```

There are a few subtle differences in this INVITE message compared to the first one: (1) a new “Via” field is appended to indicate the node visited, and to identify the IP address from which it has received the request, and (2) a “branch” parameter is included for both “Via” listings with a unique tag for the purpose of identifying this call. Note that another TCP connection is set up between the SIP proxy and the gateway that will generate TCP connection setup messages (not shown). The proxy is responsible for internally mapping the two TCP sessions to its two sides for this call, and the branch information it inserted can be helpful for this tracking purpose. The IP address for the second TCP connection may require packet forwarding through one or more routers in the SIP service provider’s network, which is not shown here.

Next, the gateway would need to translate information from the SIP INVITE message to the ISUP IAM message. We assume that the gateway is directly connected to the SS7 interface of the terminating central office switch (identified with point code 244.1.1) using an SS7 F-link (refer to Chapter 12). In this message, the originating point code (OPC) will be 241.1.7 and the destination point code (DPC) will be 244.1.1. The called party number will include 816-367-2525, identifying that it is based on E.164 but using a national coding scheme, i.e., country code information is excluded. Thus, the initial address message (IAM) will contain the following key information:

```
Routing Label: OPC=244.1.7 DPC=244.1.1
TCIC: 45
Message Type: IAM
CalledPartyNumber:
  NatureOfAddressIndicator: National
  NumberingPlan: E.164
  Digit: 816-367-2525
CallingPartyNumber:
  NatureOfAddressIndicator: National
  NumberingPlan: E.164
  Digits: 816-328-2208
```

Note that a free trunk circuit, as identified through TCIC (refer to Section 12.6.2), must first be available before this IAM message will be generated. It may be noted that IAM is a bit-oriented protocol—information is represented using text for ease of understanding the content of the IAM message.

On receiving this IAM message, the destination central office will ring the phone of Subscriber B and generate an ACM message. When this is received at the gateway, a “183 Session Progress” message will be generated by the gateway to the proxy; this message will use
the TCP connection already set up earlier. The proxy, in turn, will regenerate a “183 Session Progress” to the SIP phone. Thus, the entire call setup is complete only when this message is received at the originating SIP phone. As you can see, there is also the overhead of TCP connection setup (not shown) that adds to the call setup time.

Once the call is set up, the gateway sets up an RTP session with the SIP phone and seizes a TDM voice circuit with the destination central office. Note that the IP packets that contain RTP data usually would not go through the proxy. How does the gateway know not to do so, or, for that matter, which voice packetization scheme to use? So far, we have only mentioned G.711; there are other standardized schemes possible that might be available with the SIP phone. To determine these two pieces of information, the original SIP INVITE message from the SIP phone would actually contain more information than the headers we have shown earlier; this information is provided through a protocol format called session description protocol (SDP), which contains the IP address information of the SIP phone, the coding scheme it would use, and the transport port number where it will be expecting an RTP session from the gateway if the session is connected.

Similar to the call setup, the call release works and it is shown starting with an SIP BYE message generated by Subscriber A, which will be mapped to the REL message for the PSTN part.

There are certain important points to note: SIP ANM does not generate a response message while a SIP “200 OK” results in an ACK message in response. Furthermore, when the SIP BYE message reaches the gateway, it does not necessarily wait for the response RLC message to the REL message to arrive from the PSTN part; it goes ahead and issues a “200 OK” message. Thus, it is important to note that there is no exact, direct one-to-one mapping between SIP and SS7 ISUP messages.

20.4.4 POTS Phone to SIP Phone

Next, we consider call flow in the reverse direction. That is, the call starts from the POTS phone subscriber and is destined for the subscriber who has an SIP phone.

For the PSTN phone to SIP phone, the basic idea is similar to the detailed discussion given above for the other direction; thus, we present a pictorial view in Figure 20.8 and will not discuss this in detail. However, we want to address one issue. When an IAM message arrives at the gateway, it would need to identify the proxy to which the initial INVITE message is to be sent. This means that the gateway would need to be configured with information about the proxy server. If there is more than one proxy server, then the gateway needs to determine the proxy server to which the call setup message should be forwarded. To identify that quickly, through a separate mechanism, each proxy server informs the gateway of the current list of phones it serves, or the changes since the last announcement. Thus, the gateway can maintain a lookup table so that whenever a call arrives, it immediately knows to which proxy server to forward the SIP message.

20.4.5 PSTN-IP-PSTN

We next consider the interworking scenario where a call originates in PSTN, then goes to an IP network using a gateway, and then reenters PSTN. This involves SS7 ISUP signaling in two different segments: at the beginning and then again at the end. In between, SIP messaging is
used to carry call control information. The call flow is similar to the ones discussed earlier. For completeness, it is depicted in Figure 20.9.

When a call goes from PSTN to IP back to PSTN, it implicitly implies that all PSTN features available to users are seamless. We next illustrate an example of what we mean by seamless. Suppose that a subscriber calls a number that uses PSTN-IP-PSTN architecture, and that the subscriber wants to make it a collect call, i.e., the recipient is supposed to pay for the call, also known as an operator-assisted call. Typically, the dialing rule for making a collect call is different. This information is then captured in the SS7 IAM message; however, SIP does not have a message type indicator to indicate this information. Thus, such information, which is to be carried back to the terminating PSTN segment, would get lost if address conversion is done only from PSTN to IP.
To avoid specific information loss such as the one described in the above illustration, SIP is invoked somewhat differently than the normal mode; this is referred to as SIP for Telephones (SIP–T) [715]. As before, a SIP INVITE message will be generated; in this case, however, the entire ISUP IAM message will be encapsulated in the SIP INVITE message. A difficulty with this is that an SIP INVITE message typically carries media information using the session description protocol—this is the payload. For SIP to include multiple payloads such as SDP, ISUP messages, and so on, SIP–T uses multipart MIME (multipurpose Internet mail extension) for separation of different payload contents. Note that MIME was originally standardized for simple mail transfer protocol (SMTP) to carry binary data of different types such
as pictures, and is, in fact, a standard that can be thought independently of SMTP. MIME has been found to be useful in many other application layer protocols, such as HTTP. There is, however, yet another issue; there are several ISUP variations standardized and deployed throughout the world; thus, such MIME encoding is also required to identify the standard that is used so that the terminating PSTN segment would know how to handle it.

If SIP is used to serve the role of the bearer for ISUP messages for delivery to the terminating PSTN segment, can this be accomplished directly in a TCP session, bypassing the need for SIP? The answer is no. An advantage of SIP-T is that it allows call control that uses proxy servers for call routing; this feature would be lost if ISUP information is carried directly over TCP. Furthermore, the original PSTN segment does not necessarily know ahead of time whether there is a terminating PSTN segment after traversing through an IP network. Thus, SIP–T provides a richer functionality than carrying directly over TCP. From this discussion, you have probably realized by now that for PSTN-IP interworking discussed in the previous section, the gateway will generate SIP as SIP–T, since it does not know if the call necessarily ends in the IP network.

Finally, it may be noted that from an SS7 ISUP message, the routing label that contains the origination and destination point codes, and the TCIC information are excluded from being included in SIP–T. Note that OPC and DPC included in ISUP messages are on a trunkgroup basis connecting two TDM switches (refer to Figure 12.9 in Chapter 12); every TDP switch serves a service switching point (SSP) and changes OPC and DPC codes as the call control is being forwarded. Thus, we can imagine that the IP part in PSTN-IP-PSTN as the replacement for a trunkgroup by an IP network; because of this, TCIC information is not needed. Since we do not know ahead of time whether the call is PSTN-IP-PSTN or just PSTN-IP, there is no meaningful way the SS7 routing label information can be used. Thus, for PSTN-IP-PSTN, the gateway that starts the PSTN termination segment can just use its SS7 point code as the originating point code and generate the destination point code based on where the call is to be routed next.

### 20.4.6 Traffic Engineering

For an interworking environment, PSTN-IP, IP-PSTN, or PSTN-IP-PSTN, proper traffic engineering is required to provide good QoS. It may be noted that often the intersection point where PSTN meets IP is also the demarcation boundary between two different providers. Thus, traffic engineering issues center around offered load in a particular network although call flows in an interoperable environment. Thus, for the PSTN end, the voice traffic engineering and SS7 traffic engineering principles are applicable; refer to Chapter 11 and Section 12.12. For IP, the discussion presented in Section 20.2.5 is applicable, with one key difference. In a generic interoperable IP/PSTN environment, G.711 coding may not be the only voice coding scheme in use. In fact, the voice coding can be different. Thus, the per-call bandwidth calculation will be different depending on the coding scheme. In Table 20.1, we listed IP bandwidth requirements for a representative set of standardized voice coding schemes; the calculation is similar to the one discussed in Section 20.2.5. You will note that RTP and IP overhead, which is 40 bytes (including UDP overhead), together remains the same; the code schemes, the packetization time, and actual sample rate influence the IP call bandwidth data rate.

Once the coding information is known, through network monitoring and call flow logs we can then determine the percentage of calls for different coding schemes that is currently
Table 20.1 Call bandwidth requirement for different voice coding schemes (overhead = 40 bytes: 20 for IP, 8 for UDP, and 12 for RTP).

<table>
<thead>
<tr>
<th>Codec</th>
<th>Raw Rate (Kbps)</th>
<th>Sampling Interval (ms)</th>
<th>Packet GenFreq (ms)</th>
<th>Packets per sec</th>
<th>Bits per frame</th>
<th>Bytes per frame</th>
<th>IP Level (bytes)</th>
<th>IP Rate (Kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>G.711</td>
<td>64</td>
<td>10</td>
<td>20</td>
<td>50</td>
<td>1280</td>
<td>160</td>
<td>200</td>
<td>80.0</td>
</tr>
<tr>
<td>G.726</td>
<td>32</td>
<td>5</td>
<td>20</td>
<td>50</td>
<td>640</td>
<td>80</td>
<td>120</td>
<td>48.0</td>
</tr>
<tr>
<td>G.726 (2)</td>
<td>24</td>
<td>5</td>
<td>20</td>
<td>50</td>
<td>480</td>
<td>60</td>
<td>100</td>
<td>40.0</td>
</tr>
<tr>
<td>G.728</td>
<td>16</td>
<td>5</td>
<td>30</td>
<td>33.33</td>
<td>480</td>
<td>60</td>
<td>100</td>
<td>26.7</td>
</tr>
<tr>
<td>G.728</td>
<td>10</td>
<td>10</td>
<td>30</td>
<td>33.33</td>
<td>300</td>
<td>37.5</td>
<td>77.5</td>
<td>20.7</td>
</tr>
<tr>
<td>G.729</td>
<td>8</td>
<td>10</td>
<td>20</td>
<td>50</td>
<td>160</td>
<td>20</td>
<td>60</td>
<td>24.0</td>
</tr>
<tr>
<td>G.723 (1)</td>
<td>5.3</td>
<td>30</td>
<td>30</td>
<td>33.33</td>
<td>159</td>
<td>19.875</td>
<td>59.875</td>
<td>16.0</td>
</tr>
<tr>
<td>G.723 (2)</td>
<td>6.4</td>
<td>30</td>
<td>30</td>
<td>33.33</td>
<td>192</td>
<td>24</td>
<td>64</td>
<td>17.1</td>
</tr>
<tr>
<td>iLBC</td>
<td>15.2</td>
<td>20</td>
<td>20</td>
<td>50</td>
<td>304</td>
<td>38</td>
<td>78</td>
<td>31.2</td>
</tr>
<tr>
<td>iLBC</td>
<td>13.3</td>
<td>30</td>
<td>30</td>
<td>33.33</td>
<td>399</td>
<td>49.875</td>
<td>89.875</td>
<td>24.0</td>
</tr>
</tbody>
</table>

using a network. Taking this information along with the IP data rate, cumulative bandwidth requirements and performance guarantees can be assessed.

An important point to note is that in a PSTN-IP-PSTN environment, IP is used as a bearer, and the endpoints are in PSTN networks with an E.164 telephone address. Since E.164 information is carried in the header of SIP-T and the entire ISUP information is carried as a payload, it is not necessary for the IP network part to use public IP address space—private IP addresses can be used; in other words, it is important to realize that the IP part can be carried as a private IP network instead of being transmitted over the public Internet. There is another advantage to it being a private IP network; the traffic carried is only for call signaling and packetized voice and is not influenced by IP packets due to many services in a public Internet. This means the performance variation for the IP segment deployed through a private IP network is much less and quality of service is easier to guarantee through traffic engineering.

20.4.7 Relation to Using MPLS

Note that once a call enters an IP provider’s network, it would be routed based on its internal routing and technology environment. A provider may have a separate IP/MPLS network for this purpose. In this case, LSPs can be setup to serve traffic trunks between two LERs, and then call bandwidth is allocated based on traffic measurements. Thus, the QoS routing framework, discussed in Chapter 17, is also applicable here. In particular, the discussion presented in Section 19.3 in regard to routing with voice over MPLS is also applicable.

20.5 IP Multimedia Subsystem

In the managed IP section approach (refer to Section 20.3), we presented a managed IP approach for circumventing the copper wire–based UNI part highlighted in Figure 20.2(a). There is another emerging approach for replacing this segment for a mobile Internet, referred to as the IP multimedia subsystem (IMS). Interestingly, the basic IMS architecture is also applicable for the wired managed IP approach discussed in Section 20.3. We first start with a brief motivation for and overview of IMS.
The current cellular networks are primarily voice-circuit mode based. The underlying physical technology for cellular networks is either time-division multiple access (TDMA) or code-division multiple access (CDMA); both of these are voice optimized to provide dedicated channels to voice calls. As we move forward to providing multimedia services, it has become clear that the wireless mobile part would need to be an IP-based common platform so that a variety of services in addition to voice can be provided. Thus, IMS addresses the conceptual architectural framework for providing IP-based services in the mobile wireless world. It may be noted that IMS is constructed to address layer 3 requirements without dictating how layer 2 or layer 1 would work, thus allowing evolution of underlying wireless technology to take its own path for layer 1 and layer 2 for data-optimized applications. This is where two standardizations have emerged: third-generation partnership project (3GPP), and third-generation partnership project 2 (3GPP2). The essential difference between 3GPP and 3GPP2 is that 3GPP has evolved from GSM specifications, i.e., from a TDMA-based approach, while 3GPP2 has evolved from North American ANSI/TIA/EIA-41 standards and CDMA2000 (1x, 1xEV-DO), i.e., from a CDMA-based approach to allow for data mode applications. Discussions on TDMA/CDMA are beyond the scope of this book. An important point to note about IMS is that due to the clear separation of layer 3 from the physical technology, the basic architecture is not just limited to wireless; in fact, the managed IP approach discussed in Section 20.3 for a cable modem environment can implement the IMS architecture due to a well-defined separation of IP from the underlying technology for layer 2.

20.5.1 IMS Architecture

The goal of IMS is to make the mobile Internet a reality through the availability of a common platform for multimedia services. This provides support for mobility, for session management, and for QoS negotiation. Furthermore, it must be able to interwork with PSTN.

For session control, SIP has been chosen for IMS. It may be noted that SIP was originally designed for a wired Internet for session control of VoIP and multimedia services. Fundamentally, since SIP has no restriction to be on the wired part, it became the right choice for IMS as well. However, 3GPP has mandated several extensions to SIP for IMS to cope with radio access network characteristics. Note that for interworking between IP and PSTN, it is necessary to have signaling interoperability between SIP and SS7 ISUP; this is discussed separately in Section 20.4. Besides SIP, Diameter [104], [430], also specified by IETF, is used for authentication, authorization, and accounting in IMS.

In IMS, there are several different entities defined to serve different functions (see Figure 20.10). Some of these functions can be combined into one node, with the actual configuration or integration depending on the goal and the scope of the network provider that deploys IMS. For example, a regional provider’s scope could be quite different from a national provider. Since IMS is IP based, all entities must have an IP address. Broadly, IMS defines the following functions:

- **Home Subscriber Server** (HSS): HSS is similar to home location register (HLR) in current cellular network; it contains various user information, especially identifying the home location of a user. In 3GPP, Subscriber Location Functions (SLF) is another entity that maps users’ addresses to HSS, while in 3GPP2, this is not defined separately.
• **Call/Session Control Function (CSCF):** This serves the role of a SIP server for processing SIP signaling and is further divided into three categories: Proxy-CSCF (P-CSCF), Interrogating-CSCF (I-CSCF), and Serving-CSCF (S-CSCF). P-CSCF plays the same role as the proxy server discussed in Section 20.4. I-CSCF is listed in the DNS record; this is queried by a remote SIP entity, for example, during a session setup. S-CSCF is also a SIP server with its key responsibility as the SIP registration server; furthermore, it provides translation services for SIP routing when a telephone number is dialed.

• **Application Server (AS):** This has the function of executing IP multimedia services.

• **Media Resource Function (MRF):** This handles all media-related issues such as transcoding between different codes.

• **Breakout Gateway Control Function (BGCF):** This function is used to select the appropriate gateway/network based on a called number.

• **PSTN Gateway:** This provides the interface to PSTN as shown earlier in Figure 20.6.

It may be noted that multiple instances of the above functions may exist in a network. More details about IMS and description of functions can be found, for example, in [106].

### 20.5.2 Call Routing Scenarios

**NONMOBILE CASE**

We first consider the case where a user is using the service from its home network; in addition to 3GPP and 3GPP2, this scenario also works for wired IMS deployment in a technological environment such as cable modem. Since the user’s phone is an IP-based SIP phone, for a call routing from IMS to PSTN, the call flow would be as illustrated in Figure 20.7; note that in this figure, registration is not shown. Thus, the S-CSCF function would also be required.
when a user activates the phone or turns it on after a power loss. Beyond registration, there are three additional possibilities:

1. The called number is in the same or is outside the geographic region but is provided by the same IMS provider.
2. The called number is provided by a different telephone service provider that is a traditional PSTN-based provider.
3. The called number is provided by a different telephone service provider that is also an IMS-based wired/wireless VoIP provider.

The first option can be handled by doing intradomain routing in the IP network assuming that the IMS provider has a wired IP network spanning both geographic regions; this network may run OSPF or IS-IS protocol. An internal lookup service is needed to identify the IP address of the dialed number.

In regard to either of the last two cases, an important function is to identify the receiving provider. To do that, there are two possible options: (1) the carrier identification code (CIC) of the long-distance provider of the caller, or (2) the CIC code of the receiving provider. In an IMS-based environment, the CIC code of the long-distance provider most likely will be the same as the user’s local IMS-based provider, for instance, due to bundling of services at a competitive price. Thus, for a called number, the receiving provider’s CIC code would need to be considered, and then, accordingly, used to identify the gateway node for routing. If it is going to a traditional PSTN, then the IP-PSTN internetworking discussed earlier will be applicable. If it is another IMS-based provider, then there are two possible options: (1) whether the entire transaction is carried through public IP-based network space, or (2) a session border controller is used. For the first approach, packets for the session and media stream will be routed by possibly traversing one or more autonomous systems in the public Internet. However, the second option, known as a session border controller (SBC)-based approach, has become an emerging option due to a service provider’s interest in maintaining and providing stringent quality of service, as protection from divulging information such as IP address blocks about its network, and for full management of session and media control in a seamless manner. From the perspective of economics as well, SBCs are becoming popular. Interestingly, for either option, policy-based routing can play a role (refer to Section 9.5).

**MOBILE USER CASE**

When IMS is deployed in a mobile environment such as 3GPP or 3GPP2, a user may visit another network but still want to use the VoIP or multimedia service. A function similar to the visitor location register (VLR) function currently used in cellular networks (whether IS-95 based or GSM-based) is needed in the IMS architecture for its mobility function; this can be accomplished through deployment of P-CSCF in visited networks. However, in an IP-based world, this is not entirely necessary. When a user turns on an IMS-based phone in a visited network, it will generate a message to the P-CSCF for registration that is stored in the handset. Since both the home and visited network are IP-based, and although they may span a large geographic region, they may be connected by an intradomain wired IP network running,
for example, OSPF or IS-IS protocol; thus, the actual message for registration can be routed through this network to the actual PC-CSCF in the home network.

There is another important issue to consider when a user activates services from a visited network in an IP-based environment. First, the user must be authenticated; second, the user must be assigned an IP address. Consider the following two approaches for IP address assignment:

- If the user is always assigned an IP address from its home network for service delivery, then an IP-over-IP tunnel would need to be set up from the user’s device in the visited network to the home network to carry packets back and forth for this user. This option is especially necessary if P-CSCF is located only in the home network. In this case, the network has a tunneling overhead cost.

- If the user is assigned a new IP address for service delivery from the IP address block of the visited network upon registration, then the role of P-CSCF in a visited network becomes apparent. In this case, the IMS network would need to provide addressing mapping based on registration for routing an incoming call properly to this user.

It may be noted that we have touched on the above issues only briefly; this falls in the area of mobile IP, a detailed discussion is outside the scope of this book.

20.6 Multiple Heterogeneous Providers Environment

So far we have discussed issues and requirements for call routing in a mixed IP-PSTN environment so that interoperability is possible. We now briefly consider a multiple heterogeneous provider environment. After all, we live in a world that consists of network providers of various types and sizes, vendors who come up with solutions that hopefully make economic and business sense. In this section, we illustrate two real-world examples, which we label as “Via routing,” and “Carrier Selection Alternative.”

20.6.1 Via Routing

Our example involves a call that can be routed through a mix of networking technologies and providers to reach a certain destination, e.g., a 1-800 call routing in the United States. Here, the user dials an 800-number that is being answered in another country.

First, it must be noted that the 800-number must have a routable (telephone) number in the North American numbering plan so that the originating TDM knows where to route it. When a subscriber dials the 800-number, the call setup message is routed in the SS7 network to an SCP that provides the translation service to a routable number and identifies the CIC number of the provider. Based on this information, the setup message is routed in the SS7 network to a terminating central office; this switch then forwards the call to a location at which there is a logical trunkgroup from the destination central office. Note that this location is still in the North American region; once the call arrives at this location, there are several possible options that logically can be depicted as shown in Figure 20.11 (marked as “2”). There are three possible options from this location to another country (marked as “3”):
FIGURE 20.11 Via routing example.

1. There is yet another outgoing facility or mechanism used to forward this information/call further; this can be on private line–leased circuits that terminate in a different country.

2. The outgoing point serves as a gateway and is connected to a private IP network provided by a private IP network provider, which then carries the call through a shared private virtual network mechanism, including logical tunneling, to another country.

3. The outgoing point is a gateway connected to the public Internet; in this case, the call can be routed to any part of the world.

In the first case, leased circuit routing will fall under transport routing from one country to another country. In both the second and the third options, SIP-T can be used and the final termination may convert back to a regular TDM signal or be completed on SIP phones.

Note that the same principle can be used for indirectly dialing an international number as well. That is, a user wanting to make an international call first dials an 1-800 number. Once the user’s call is connected to this 1-800 number location, the user now enters the actual international number. In this case, it is possible to set up an intermediate point mechanism like the site marked as “2” to which the 1-800 number for international access is first routed; from here one of the above options is used for termination at the site marked as “3”; from site 3, local or national routing within that country can be invoked to the final destination. Note that option 2 and/or option 3 can also be set for dialing an international number directly. This bypasses the need for the call to be carried over PSTN entirely, saving the carrier in the originating country from having to pay a fee to the terminating carrier in the destination country. Such models have become quite popular in recent years, again due to pricing advantage, the drop in transport cost, and the reduction in settlement charges.
20.6.2 Carrier Selection Alternative

We next consider an alternative to route selection where a local exchange carrier has a switch with an IP gateway interface for SIP-T. This then differs from the related discussion in Chapter 13, especially due to the availability of an IP interface along with the multiprovider environment.

When a subscriber dials a number, the central office switch first analyzes the dialed number. It then confers with a server connected to the SCP to determine which provider owns that number, or which provider is responsible for handling/delivering the call (especially for international calls). Thus, the address translation database contains identifiers such as the CIC number of the provider that is to handle delivery of the call. Along with that CIC number, the receiving IP address may be included so that a switch with an IP interface (SIP-T) can then route this call to the IP interface. Thus, in a hybrid IP-PSTN environment, conceptually a different carrier may be selected for routing if the economics make sense.

20.7 All-IP Environment of VoIP Services

Finally, we discuss the all-IP environment for delivering VoIP services. In a basic conceptual sense, a call delivery would not be any different than a standard client-server–type interaction in the current Internet for TCP-based services. The packets generated due to VoIP services would be routed at the IP level between any two points as is currently done in IP networks, hopping from one AS to another AS.

Note that in TCP-based services such as email, the originator somehow already knows the email address of the receiver or the web URL. Thus, this information can be used with DNS lookup to identify the receiving node’s IP address; the packets are then routed. The issue in VoIP is how to somehow know the address or identifier of a user so that the call can be routed properly. Broadly, there are two options.

In the first option, a presence protocol-based approach can be used to identify when the user is connected to the Internet: this is transmitted to others who are on the user’s “buddy list.” This is generally the model of the instant messaging system, which is also applicable to recognizing the presence of users for VoIP services in an all-IP environment. Typically, these are proprietary protocol-based approaches in which users from one system may not be able to access users in another system.

In the second option, the user still uses an E.164 address as the telephone address. In this case, the issue of identifying where the user is currently connected arises. This can be handled in two different ways: (1) use an SS7-type all-call query approach to identify which provider handles the delivery of service for this user, or (2) use a standardized approach for a telephone number to IP address lookup.

You might immediately realize that this second approach is strikingly similar to the DNS-based approach for a domain name system for IP address lookup. In fact, for an E.164 address, a DNS-based approach called ENUM [208], [209], [369] has been proposed. In this approach, an E.164 address is transmitted to the DNS server using the extension, .e164.arpa, to find the IP address. In this case, being in a public protocol environment, the SIP-based approach for call setup can be used while the registration process in SIP will dictate what IP address will be listed for an E.164 for ENUM. Currently, this approach is being extensively investigated and testing for trial implementation is being pursued [108], [155], [200].
20.8 Addressing Revisited

To conclude, we revisit addressing issues. Originally, the role of the telephone numbering plan was to determine where to route a call geographically; to do that, PSTN was connected by trunkgroups between switches of various types in a hierarchical manner. The hierarchical mechanism was used to avoid looping.

With the introduction of SS7 networking, the switches have been identified by SS7 point code addressing; note that end users have continued to use the telephone number–based addressing scheme. Since each central office switch with SS7 capability serves a set of subscribers, we can say that all these subscriber telephone number addresses have direct mapping to the SS7 number for routing. Thus, to route a call to a number, a lookup needs to be performed to determine the next hop for SS7 call setup message forwarding; the decision depends on whether the call was a local call or a long-distance call. With the introduction of multiple providers for long-distance calls in the United States, a new addressing system was created, called the carrier identification code (CIC), so that for long-distance calls, mapping between the originating user’s phone number and CIC is maintained; this CIC is further mapped to an SS7 point code for call forwarding and to identify outgoing trunkgroups.

With the introduction of a multiple local access provider, a telephone number address block is provided to each provider. With number portability, subscribers can take their telephone numbers from one service provider to another provider. An important issue is how do we know the home switch of a telephone number for call delivery? To determine this, the concept of location routing number (LRN) has been introduced. Essentially, a call is routed based on the LRN for final delivery to the actual user. This means that during the establishment of the call, one of the providers needs to do a lookup to determine to which provider/LRN to route the call.

Let us now discuss the IP addressing scheme. For IP addressing, an important difference from the telephone numbering scheme is that both end devices and routers share addresses from the same addressing scheme so that a packet can be routed based on this addressing scheme. From an address assignment point of view, the IP address is assigned on a block basis to an entity. For anyone to be able to route to this entity at its allocated IP address, the entity must sign up with an ISP that will take charge of announcing this address block to the rest of the Internet through BGP protocol. To do that, the IP address block must be associated with another addressing scheme called the autonomous system number (ASN). Thus, when an IP address block is advertised to the rest of the Internet, a “home” ASN must be associated with it so that routing tables can be formed at the right places so that they point backward toward this address block correctly.

An important point about addressing for the IP world is that additional addressing schemes have been defined for user-level addressing, for example, domain name, email address, web URL, and, more recently SIP URI (address). Since all of them fundamentally depend on the domain name, a lookup from the domain name to an IP address must be done; this function is provided through the domain name system that is globally available.

If we now compare these, we can say that a CIC code is to a telephone address as an ASN is to an IP address. This way of looking at different address relationships tells us that an address must have a home provider, where the provider must have a defined address as well. Furthermore, such homing to a provider is preferably changeable over time; i.e., the customer has the ability to change a provider without having to change their numbering.
With IP-PSTN interworking, we have arrived at a situation in which a telephone number is associated with an IP address. The question is how and where is this association taking place. Consider Figure 20.8 shown earlier. Here, the E.164 number +1-816-367-2525 has a direct association with IP address 27.0.1.2; certainly, this associate is through a masked PSTN network. For +1-816-323-2208, which is from a SIP phone, an IP address 27.5.16.22 is directly associated with the SIP phone. The larger question is how do we identify this association at the time of making a call. From the above discussion, it is clear that there are two possible models: (1) for each number dialed, identify a provider CIC number and find a route to this provider, and let the provider take care of final delivery, or (2) do a direct DNS lookup for a telephone number to an IP address through ENUM, and then route the call. Theoretically, and in practice, both of these are viable options and are currently being used. Although the second option looks more globally desirable, much like website domain name translation to an IP address, whether this will happen, and how quickly, remains to be seen. This is affected by factors such as regulatory policies, which may be different from one country to another, and the economics of delivery due to business relations between providers.

Finally, in general, addressing and routing remain a critical issue for any communication network, in particular for Internet and PSTN. We point out that while the address space exhaustion is an issue, simply increasing the address space, for example, by increasing the number of digits or bits, does not necessarily solve addressing and routing issues. In many ways, addressing and routing issues are intertwined. For example, we know that hierarchical addressing allows the route determination to be based on higher-level information, rather than more specific information. Alternately, a flat addressing scheme requires more specific information to be listed for routing table lookup, thus losing the benefit of hierarchy, and, thereby, route aggregation. However, a benefit of flat addressing is that it allows movability—that is, a customer does not need to renumber its network, yet can change a provider—this has come true both for IPv4 prefixes as well as for local number portability in PSTN. On the other hand, more specific information needed for routing for an addressing scheme, however, increases the size of the routing table. We have noticed that with routing table growth for IPv4 addressing, as discussed earlier in Chapter 9; a similar effect is starting to take place with local number portability in PSTN. The challenge then lies in building more efficient lookup algorithms that exploit every feature, along with improvement in hardware speed. Certainly, if the growth in routing table is slower than this progress in lookup algorithm and hardware speed, then even with a large routing table, we can say that the system has the ability to handle it; however, it is not apparent that this growth in the table will be slower. Thus, this brings a new challenge for networking researchers to think about innovative addressing schemes that are scalable from a routing point of view yet provide flexibility. Furthermore, any such addressing scheme must have the ability to be deployable in a live network. Thus, we anticipate many interesting and important issues to be tackled on addressing and routing in the coming years.

20.9 Summary
In this chapter, we covered VoIP routing. Because of IP-PSTN interactions and interworking, many different scenarios for service routing and delivery are possible. We present a representative set of approaches. Furthermore, we discuss IMS and how this can impact/influence routing.
The interworking environment also brings to light the issue of addressing for routing. In fact, similar to an email address the E.164 address is now taking the role of a service-based address, for service delivery for multimedia services. The issue of how E.164 is mapped to an IP address is currently a topic of considerable interest as this may entail regulatory issues that can be different in different countries. How this plays out remains to be seen.

As a final thought, in this book, we have attempted to provide a detailed coverage of network routing for a variety of communication networks. Thus, we pause for a moment and look back at the history of communication networking over the past 150 years or so. We can say that, broadly, we can classify the communication networking paradigm into three groups: telegraphy, telephony, and the Internet. If we look at time spacing, going from the birth of telegraphy (in 1844) to the birth of telephony (in 1876), it took thirty years; from the birth of telephony to the birth of the Internet (in 1969) took nearly a hundred years. Thus, we can ask a general question: is there any new communication paradigm that is different from the way we have thought or done so far, i.e., from telegraphy, telephony, and the Internet? If so, what would be addressing and routing be? While we do not claim to have the answers to these questions, we hope that our coverage of routing in different networks, along with issues covered and lessons learned, will help in a small way toward such a vision.

Further Lookup

The basic concept for telephony for IP over cable, PacketCable, is discussed in [456], [457]; detailed specifications for PacketCable can be found at [103]. A discussion on IP-PSTN signal mapping between SIP INVITE and ISUP IAM messages can be found in [107]; also refer to [341] for SIP-PSTN call flows. Any hybrid environment brings new vulnerability; for example, see [12]. The emerging IMS architecture is discussed in detail in [106]. Both IMS architecture and cable providers are exploring/deploying IPv6 addresses; this is partly based on the issue of lack of IP address blocks (even private IP address) for large-scale deployment of services. In most such deployment, address need not be moved out of a provider since an IP address is potentially softly associated with a customer for the duration of service the customer signs up for. However, in many other situations, there is need for a customer to take the address block with them and have provided service by another provider; in this regard, there have been developments on provider-independent IPv6 addressing; see [281].

DNS mapping for E.164 addressing is discussed in [208], [209], which assigned certain aspects of ENUM to the Internet Architecture Board; a discussion on responsibility and the relation to ITU–T can be found in [369]. ENUM request for SIP is described in [561]. Enum-service that contains PSTN signaling is discussed in [415]. For recent trial implementation of ENUM, see [108], [155], [200].

You may note that there is more material available on the subject of routing than is possible to cover in a book. Two useful resources are Wikipedia [739] for a general description of any routing-related topic (and others as well) and Google [258] to search for things not found in Wikipedia or for detailed information through a series of complex searches. We can almost guarantee that someone has written about it, or, better, created a presentation that helps you learn. We also encourage you to read, participate, discuss, and learn from many routing- and addressing-related mailing lists, maintained by standards bodies and the networking research community.
Exercises

20.1 Describe the IP-PSTN-IP call routing scenario, along with the different protocol messaging involved in call routing setup.

20.2 Consider the call-carrying capacity discussed in Section 20.2.5 for G.711. Determine call-carrying capacity on a OC-3 link for other codec schemes listed in Table 20.1 due to packetization.

20.3 Discuss the key differences between ISUP signaling and SIP.

20.4 Identify what type of information may not be mappable when an ISUP IAM message is converted to a SIP INVITE message.

20.5 Discuss where and why SIP–T needs to use MIME.
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In most people’s vocabularies, design means veneer. It’s interior decorating. It’s the fabric of the curtains of the sofa. But to me, nothing could be further from the meaning of design. Design is the fundamental soul of a human-made creation that ends up expressing itself in successive outer layers of the product or service.

Steve Jobs
A.1 On Notations and Conventions

In networking, we sometimes say that there are not enough bits or digits in a particular address space or a protocol field. We faced a somewhat similar situation with notations; we found that Roman and Greek scripts do not have enough alphabets to avoid repeats. Certainly, we were tempted to use Assamese and Tamil scripts to ensure uniqueness. In the end, we choose notations in this book so that the material is relatively easy to read and without being confusing due to repeats.

Typically, any two generic nodes are identified by $i$ and $j$. If there is a link between them, then it is noted as $i\rightarrow j$. You will note that $k$ is used as a generic intermediate node between two nodes $i$ and $j$. If we are referring to the pair of nodes $i$ and $j$, for example, to denote traffic or to find a path between them, this pair is noted as $ij$, so that it is not confused with link $i\rightarrow j$. This set of notations is used in Chapter 2 and Chapter 3. A general comment is that historically $k$-shortest path is the common name in which the shortest, next best shortest, up to $k$ paths are to be determined. Certainly, this $k$ has no relation to the use of $k$ to mean an intermediate node.

For notations related to network flow modeling and traffic engineering, we have used a somewhat different notation. Typically, for a link, we use single identifier $\ell$. Similarly, to identify a pair of nodes for demand, we use a single identifier $k$. The demand volume, regardless of the unit of measure, is denoted by $hk$ for demand pair $k$. This basic notational guideline is followed in Chapter 4, Chapter 7, Chapter 19, Chapter 24, and Chapter 25. Since most of these chapters have quite a few notations, we have often used tables to list all notations that are relevant to a chapter. There are, however, commonality in notations; still, keeping similar looking summary tables on notations avoid the need to refer back to Chapter 4 when this notations were first introduced.

Other than that, the notations in the rest of the chapters are of primarily of local significance, i.e., they are unique within a chapter itself. In many occasions, we do reuse $i$, $j$, or $k$ to denote an index or an iteration; however, all such usage should be clear within the context they are used.

When possible, we use a number range, rather than a set notation. For example, $k = 1, 2, \ldots, K$ is to denote the demand pairs from $k = 1$ to the maximum value of $K$. However, in certain situations, a set notation is helpful to use; in such cases, a set is denoted, say $\mathcal{K}$, and an element $k$ in this set is indicated as $k \in \mathcal{K}$.

In general, we follow a single letter notation for describing a unit, for example, $c$ for capacity. However, there are a few cases where we do use an abbreviation, due to such use being well known. For example, $RTT$ is used to denote the round trip time; it does not mean $R \times T \times T$. Because of this possibility, on several occasions we have used the sign “×” explicitly, primarily for clarity. We tend to use a descriptive name more commonly in a subscript, such as $T_{\text{average}}$. Otherwise, a subscript is used as an index, such as $hk$ to denote demand volume for demand identifier $k$. In a few places, we have also used a slightly different notation, $T[k]$, to convey the same meaning; typically, we use this notation when we are referring to memory location, such as location $k$ for array $T$.

In this book, we use byte to indicate an 8-bit element, instead of using the traditional name octet.

Equation numbering has three parts: the chapter number, the section number, then the equation number within this section. For example, (7.6.12) refers to equation number 7 lo-
A.1 On Notations and Conventions

**FIGURE A.1** List of symbols.
cated in Section 6 of Chapter 7. In general, we refer to an equation number as “Eq. (7.6.12)” regardless of whether it is an equation or an inequality or a formulation. In certain cases, we do qualify an equation number using a term to indicate what it reflects; for example, Formulation (7.6.8), or Constraints (7.4.8).

References cited are marked in square brackets (e.g., [21]).

In algorithmic description, we use double-slash (“//”) to indicate the start of comments.

As a general convention, we use private addresses or unassigned addresses for illustrating examples.

A.2 Symbols

The book uses a variety of symbols to denote different types of nodes such as routers and switches. The entire list is summarized in Figure A.1.
Appendix B:
Miscellaneous Topics

If you don’t know what to do with many of the papers piled on your desk, stick a dozen colleagues’ initials on ’em, and pass them along. When in doubt, route.

Malcolm Forbes
B.1 Functions: Logarithm and Modulo

The logarithm of \( n \) to the base \( b \) is written as \( \log_b n \). If we write this quantity as \( z \), then the equivalence between \( \log \) and the exponent is as follows:

\[
z = \log_b n \Leftrightarrow b^z = n.
\]

There are two values of the base that are of interest to us, \( b = 2 \) and \( b = e \), where \( e \) is the Euler number (\( e \approx 2.718128 \)). The relation between different bases, shown below between bases \( e \) and \( 2 \), is as follows:

\[
\log_2 n = \log_2 e \times \log_e n.
\]

For base \( e \), \( \ln \) is often used instead of \( \log \); similarly, for base 2, \( \lg \) is used. Thus, the above relation can also be written as:

\[
\lg n = \lg e \times \ln n.
\]

You may note that we use the notation \( \log^d N \) in several places in this book; this means \( (\log N)^d \), which is not the same as \( \log^d N = d \log N \).

The modulo function is written in short as mod. Thus, \( a \mod m \) means the non-negative remainder when \( a \) is divided by \( m \), which results in a number in the range \( [0, \ldots, m-1] \). Thus, \( 1 = 10 \mod 3 \).

B.2 Fixed-Point Equation

A fixed point equation has the following form:

\[
x = \mathcal{F}(x).
\]  

(B.2.1)

That is, when the continuous function \( \mathcal{F} \) is applied to input \( x \), then the output is \( x \) as well. It is important to note that the fixed point equation makes sense when the domain and the range of function \( \mathcal{F} \) is the same. It is called a fixed point equation since there must be at least an \( x \), i.e., a fixed point for which Eq. (B.2.1) holds; that is, the input is equal to the output.

An approach to solve a fixed point equation is to consider a simple iterative process where the input leads to output which, in turn, becomes input. In other word, if at iteration \( k \), we have \( x_k \), then using Eq. (B.2.1), we can compute a new \( x \) through the following recursion:

\[
x_{k+1} = \mathcal{F}(x_k).
\]  

(B.2.2)

Then \( x_{k+1} \) becomes input in Eq. (B.2.1) to obtain \( x_{k+2} \), and so on. The process stops when the difference between two consecutive \( x \)'s, \( |x_{k+1} - x_k| \), is below an acceptable threshold, \( \varepsilon \). The general fixed-point algorithm is outlined in Algorithm B.1. Note that at the time of initialization, \( x_{old} \neq x_{new} \) and as long as the difference is more than \( \varepsilon \); a simple rule is to set \( x_{old} \) to be \( 2\varepsilon \) away from \( x_{new} \). Finally, the actual value of \( \varepsilon \) depends on accuracy desired for a specific problem; for some problems, it might be acceptable to set \( \varepsilon = 0.01 \) while for others \( \varepsilon = 10^{-6} \) might be required. Sometimes, the relative difference as percentage is more appropriate when the solution is far away from zero; in such cases the stopping rule \( |x_{k+1} - x_k| \leq \varepsilon \) is replaced by \( \frac{|x_{k+1} - x_k|}{|x_k|} \leq \varepsilon \); accordingly, the continuation condition in the while-loop of the algorithm is adjusted along with ensuring that no divide-by-zero situation occurs, i.e., as \( |x_{old} - x_{new}| > \varepsilon |x_{old}| \).
ALGORITHM B.1  Fixed Point Algorithm.

procedure FixedPointSolution (F)
    Initialize $x_{\text{new}}$
    Set $x_{\text{old}} = x_{\text{new}} \pm 2\epsilon$
    while ($|x_{\text{old}} - x_{\text{new}}| > \epsilon$) do
        $x_{\text{old}} = x_{\text{new}}$
        $x_{\text{new}} = F(x_{\text{old}})$
    endwhile
    return($x_{\text{new}}$)
end procedure

It is important to note that a fixed point equation does not necessarily always have a unique solution or stable point. Consider the function $F(x) = 3x(1-x)$ in the domain $[0, 1]$. In this case, the fixed point equation $x = F(x)$ has two solutions: $x = 0$ and $x = \frac{2}{3}$. A fixed point equation is known to have a unique solution if the absolute value of the first derivative of $F(x)$ is in the interval $(0, 1)$, i.e., $|F'(x)| \leq D$, where constant $D \in (0, 1)$. If $F'(x) \neq 0$, then the rate convergence of the fixed point equation is linear, i.e., $\lim_{k \to \infty} \frac{|x_{k+1}-x^*|}{|x_k-x^*|} = C$, where $C = |F'(x)| < 1$ and $x^*$ denoted the solution.

In general, while the fixed-point iterative scheme looks innocent, the convergence can be a problem depending on the starting point ($x^0$) and the function, $F(x)$. This point is well described in [86] for $F(x) = 4ax(1-x)$ (where $a$ is a parameter); it was shown (through animation) that the fixed point algorithms leads to convergence easily if $a \leq 0.75$, and alternates between two points for $0.75 < a \leq 0.86237$, and becomes very chaotic beyond $a = 0.86237$.

The fixed point equation problem arises also “in cube”, i.e., in the $n$-dimensional space, instead of a single variable described so far. In this case, there are $n$ unknowns, and there is a set of $n$ equations connecting a set of functions $F_1, F_2, \ldots, F_n$ as follows:

$$
x_1 = F_1(x_1, x_2, \ldots, x_n) \\
x_2 = F_2(x_1, x_2, \ldots, x_n) \\
\vdots \\
x_n = F_n(x_1, x_2, \ldots, x_n).
$$

(B.2.3)

If we denote $n$ unknowns by vector $\mathbf{x} = (x_1, x_2, \ldots, x_n)$, then we can write the above in the following compact form $\mathbf{x} = \mathbf{F}(\mathbf{x})$, where $\mathbf{F}$ denotes the vector function, $\mathbf{F} = (F_1, F_2, \ldots, F_n)$. Certainly, the domain and the range need to be the same.

B.3 Computational Complexity

Many problems we have described in this book require algorithmic approaches. Algorithmic approaches can be broadly classified into the ones that can be described in terms of finite number of operations of the input, and the ones that are numeric precision oriented. An example of the former is Dijkstra’s shortest path algorithm, and an example of the latter is the fixed-point algorithm. For the former, we usually consider the complexity of the algorithm in terms of the input length $n$ and present with a notation known as big-Oh, such as $O(\log n)$ and
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$O(n^2)$. For the latter, the performance of an algorithm is described in terms of linear, super-linear, or quadratic convergence. For example, Newton’s method to find a root of an equation has quadratic convergence in general (there are exceptions, see [739]); we have already discussed earlier about the convergence of the fixed-point equation.

In this section, we consider the class of algorithms that can be determined in a finite number of steps, for input of size $n$. When we say finite number of operations or steps, we do not mean small. For instance, for input size $n$, a particular algorithm might require $2^n$ operations or steps to arrive at the solution; certainly, $2^n$ is finite, but can be very large. For example, suppose that each operation takes 1 microsec ($=10^{-6}$ sec), then for $n = 50$, $2^n$ turns out to be 36 years! If someone comes up with a clever algorithm to solve the same problem in $n^3$ operations, then for $n = 50$, it will take only 0.13 sec. Thus, it is very helpful if we can count the number of operations of an algorithm. Often, however, we do not need to find the exact number of operations; an approximation that is off by a fixed multiplier and, thus, that can be written as a function of $n$ is helpful enough. Suppose that the clever algorithm actually takes $5 \times n^3$ operations, then the total time will be 0.65 sec. We still know that this approach is much better than the algorithm that takes $2^n$ operations. The role of the big-oh notation is to give an approximate, yet clear idea of the time (in terms of the number of operations) it takes for an algorithm to solve a problem.

Formally, consider two functions $f$ and $g$ in the domain $\{1, 2, 3, 4, \ldots\}$. We say $f(n)$ is “order $g(n)$” or “big-Oh of $g(n)$” and write as

$$f(n) = O(g(n))$$

if there exists a positive constant $C$ and a positive number $k$ such that

$$|f(n)| \leq C|g(n)|$$

whenever $n > k$.

The meaning of $k$ is best understood for algorithms in the sense that we are only interested in input size that is at least of size $k$. Going back to our previous example, if we were to consider the input size to be $n = 3$, then $2^n$ is smaller than $n^3$; this would have given us a false sense of security that the algorithm with $2^n$ operations is better than the algorithm with $n^3$ operations. In other words, we look at an algorithm from the growth point of view as $n$ increases.

What are $f(n)$ and $g(n)$ then? The function, $f(n)$, represents the number of operations of an algorithm for input size $n$. Typically, the function, $g(n)$, is considered from a set of well-known functions that have clear demarcations, such as $n$, $\log n$ (here we assume base 2), $n \log n$, $n^2$. In Figure B.1, we plot a few such functions to illustrate their growth as $n$ increases. You may note that we have also plotted $O(1)$—this means that regardless of the input size $n$, the number of operations remains constant.

With time complexity, it is also important to consider space complexity. Sometimes, an algorithm has a good time complexity, but requires a large storage space for operations to be computed. For example, an algorithm might have the time complexity $O(n)$ but requires $O(n^3)$ storage space—in this case, you have to determine if this storage is possible from an implementation of view. Such time-space trade-off is an important issue in determining appropriate lookup algorithms and classification algorithms as you will find when you read Chapter 15 and Chapter 16.
B.4 Equivalence Classes

To understand equivalence classes, first consider a relation. A relation defines the notion of a connection between two elements, but in a broader sense than a function. For example, an element may be related to more than one elements. Consider a set $X$. Then, an element $a$ in $X$ may be related to two elements $b$ and $c$, also in $X$. We can then use the ordered pair $(a, b)$ and $(a, c)$ to indicate that both belong to the same relation $R$. Using the set notation, we can write $(a, b) \in R, (a, c) \in R$.

There are three properties we need to define in order to define an equivalence relation. A relation $R$ on a set $X$ is reflexive if $(a, a) \in R$ for every $a \in X$; a relation $R$ is symmetric if for all $a, b \in X$, if $(a, b) \in R$, then $(b, a) \in R$; a relation $R$ is transitive if for $a, b, c \in X$, if $(a, b) \in R$ and $(b, c) \in R$, then $(a, c) \in R$. Then, a relation $R$ on a set $X$ is called an equivalence relation if it satisfies reflexive, symmetric, and transitive relations.

Now suppose that $R$ is an equivalence relation on a set $X$. Then the set of all elements that are related to an element $a \in X$ is called an equivalence class of $a$. In other words, an equivalence class helps grouping or partitioning “like minded” elements.

As an example, consider the set $X = \{1, 2, \ldots, 10\}$. We define the relation $R$ to mean that “3 divides $x - y$.” You can verify that $R$ is an equivalence relation. We can see that the set $X$ can be partitioned to three equivalence classes consisting of elements that follow “3 divides $x - 1$,” the elements that follow “3 divides $x - 2$,” and the elements that follow “3 divides $x - 3$,” which then correspond to the subsets $\{1, 4, 7, 10\}, \{2, 5, 8\}$, and $\{3, 6, 9\}$, respectively.

B.5 Using CPLEX

We will illustrate use of CPLEX [158] for a simple load balancing problem over two paths. First note that in CPLEX, a problem can be written almost similar to how an optimization problem formulation is written. There are, however, two main caveats: (1) variables should be all on the left-hand side, and (2) no “divide by” entry such as $x1/10$ is allowed. A nice feature in CPLEX is that you can give a name to each constraint (dual multiplier). Thus, a formulation in CPLEX looks like

Minimize

\[ r \]

Subject to

\[ \text{demandflow: } x1 + x2 = 11 \]
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link1utilization: x1 - 10 r <= 0
link2utilization: x2 - 15 r <= 0
End

Note that in CPLEX, it is not necessary to indicate that the variables are non-negative; this is implicitly assumed. If the above model is saved in a file, say, load-balance.lp, then in CPLEX, it can be invoked at the command prompt CPLEX> as follows:

CPLEX> read load-balance.lp
CPLEX> optimize
CPLEX> display solution variables -
Variable Name    Solution Value
r            0.440000
x1           4.400000
x2           6.600000

The dual solutions can be displayed as follows:

CPLEX> display solution dual -
Constraint Name    Dual Price
demandflow         0.040000
link1utilization   -0.040000
link2utilization   -0.040000

When some of the variables are integer-valued they must be explicitly noted. Furthermore, besides declaring the appropriate variables as integer, it is necessary to provide an upper bound. Without the bound, CPLEX assumes the integer variables to be binary variables. For instance, in the above problem, suppose we want the routing flow variable, x1 and x2, to be integer as well; then, they must be declared under Integer. Thus, by changing the variables to Integer and providing bounds, we can write the above problem as:

Minimize
   r
Subject to
   demandflow: x1 + x2 = 11
   link1utilization: x1 - 10 r <= 0
   link2utilization: x2 - 15 r <= 0
Bounds
   0 <= x1 <= 11
   0 <= x2 <= 11
Integer
   x1 x2
End

Note that Bounds for variables are set to 11, knowing that the total demand volume is 11. Also note that CPLEX requires Bounds to be listed before Integer. The solution this time will be:

CPLEX> display solution variables -
Variable Name    Solution Value
r            0.466667
x1           4.000000
x2           7.000000
Finally, a nifty feature in CPLEX is that you can create a file with other comments/documentation before the declaration `minimize` and after the declaration `end`, which CPLEX ignores. Thus, to run the above model for continuous capacity variables, you can move up `end` and list it before `bounds` declaration, without completely deleting `bounds` and `integer` declaration from the file. You might want to test and see what happens (and why) if you do not include the entire `bounds` part, but do include `integer` part.

While in this book, we have used CPLEX to illustrate how to solve linear programming or mixed integer linear programming problems, there are many other commercial and public-domain solvers available.

### B.6 Exponential Weighted Moving Average

Consider the following data collected at time $t = 1, 2, 3, 4, 5$:

<table>
<thead>
<tr>
<th>$t$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{measured}$</td>
<td>5</td>
<td>10</td>
<td>7</td>
<td>8</td>
<td>11</td>
</tr>
</tbody>
</table>

We will assign $0.75$ weight to the old value and $0.25$ weight to the new value to compute a new weighted or smoothed value. For the initial step, we will use the value as given, that is, $5$ in this case at time $t = 1$. Thus, the smoothed value at time $t = 2$ is $0.75 \times 5 + 0.25 \times 10 = 6.25$.

Now, to compute the value at $t = 3$, the smoothed value from $t = 2$, i.e., $6.25$ is weighted with the new value; thus, we calculate the smoothed value at time $t = 3$ as $0.75 \times 6.25 + 0.25 \times 7 = 6.43$ (rounded to two decimal places), and so on. Below, we show the results for different values of the weight, $\alpha$ (all values to two decimal places), both in tabular and graphical forms:

From the computed values, we note that the numbers are being evened out to around 6 or 7 when $\alpha = 0.75$, taking away fluctuations such as 10 and 11 from the measured values. When the weight is reduced to, say $0.25$, we see that the smoothed value is pulled toward the measured value; this is natural since higher weight is given to the new measurement. That is, the weight can make a big difference. However, whether to give a low or high weight to the newly measured value depends on a specific problem and is not generalizable. In any case, if we denote the weight by $\alpha$ (with $0 \leq \alpha \leq 1$), then the smoothed computation at time $t + 1$ can
be written based on knowing the smoothed value at $t$ and the newly measured value at time $t+1$ as follows:

$$M_{\text{smoothed}}(t+1) = \alpha M_{\text{smoothed}}(t) + (1 - \alpha)M_{\text{measured}}(t+1).$$

The above approach is called the exponential weighted moving average (EWMA) method. It may be noted that if $\alpha = 0$, then this is nothing but considering the new measurement without giving any weight at all to the old measurement, and if $\alpha = 1$, then no weight is given to the new measurement. Most implementation of the EWMA method that require fast computation uses a weight value $\alpha$ that is a negative power of 2 so that it can be computed efficiently using the shift operation in registers.

### B.7 Nonlinear Regression Fit

There are many forms of non-linear regression fits. We will focus here on a simple and effective model that fits a relation of the following form:

$$y = a + cx^m.$$  

Note that it has “shift” factor $a$, which can be thought of as the degree of freedom; thus, we can focus on determining $c$ and $m$. If we subtract $a$ from both sides, we get $y - a = cx^m$. If we use $\tilde{y} = y - a$, we then have $\tilde{y} = cx^m$. Taking log of both sides (note: any base will do here), we get

$$\log \tilde{y} = \log c + m \log x.$$  

Now, if we have a set of measurements $(x_i, y_i)$, $i = 1, 2, \ldots, n$, we can write

$$\log \tilde{y}_i = \log c + m \log x_i, \quad i = 1, 2, \ldots, n$$

$$\log x_i \log \tilde{y}_i = \log c \log x_i + m(\log x_i)^2, \quad i = 1, 2, \ldots, n,$$

where the second set is multiplied throughout by $\log x_i$. Now, summing each set of relations over $i = 1, 2, \ldots n$, we have the following two equations:

$$\sum_{i=1}^{n} \log \tilde{y}_i = n \times \log c + m \sum_{i=1}^{n} \log x_i,$$

$$\sum_{i=1}^{n} (\log x_i \times \log \tilde{y}_i) = \log c \sum_{i=1}^{n} \log x_i + m \sum_{i=1}^{n} (\log x_i)^2.$$
This is a simultaneous equation of two unknowns, $m$ and $\log c$. Thus, they can be solved by substitution to arrive at the following solution:

$$
\log c = \frac{\left( \sum_{i=1}^{n} \log \tilde{y}_i \right) \times \left( \sum_{i=1}^{n} (\log x_i)^2 \right) - \left( \sum_{i=1}^{n} \log x_i \right) \left( \sum_{i=1}^{n} (\log x_i \times \log \tilde{y}_i) \right)}{n \times \sum_{i=1}^{n} (\log x_i)^2 - \left( \sum_{i=1}^{n} \log x_i \right)^2},
$$

$$
m = \frac{n \sum_{i=1}^{n} (\log x_i \times \log \tilde{y}_i) - \left( \sum_{i=1}^{n} \log x_i \right) \times \left( \sum_{i=1}^{n} \log \tilde{y}_i \right)}{n \times \sum_{i=1}^{n} (\log x_i)^2 - \left( \sum_{i=1}^{n} \log x_i \right)^2}.
$$

While the above formula looks complicated, it is fairly simple to do using a tool such as Excel. Thus, $m$ and $c$ can be obtained for the regression fit. Recall that the shift parameter, $a$, is the degree of freedom and it must be chosen properly and carefully so that the fit is acceptable. Often, a regression fit is done to determine the future trend. Thus, a set of different values of $a$ can be considered so that an upper and a lower bound on trend projection, i.e., an acceptable band, can be obtained.

The projection on IP prefix growth, shown in Eq. (9.3.1), is based on the above approach. The measurement data used was for the first day of each quarter from the beginning of year 2002 to April 1, 2006, obtained from [303]; a quick side note is that the first quarter data for 2002 was for January 3, 2002, due to non-availability of data on January 1, 2002. For each data input day, the measurements during the day were averaged first, which then became the input to the regression model. Although we show an equation with specific values in Eq. (9.3.1), a band can also be determined to indicate over- and under-estimate by appropriately choosing the degree of freedom, $a$.

### B.8 Computing Probability of Path Blocking or Loss

Consider that probability of blocking on link 1 is $b_1$ and that on link 2 is $b_2$. Now consider the path that is composed of the links, 1 and 2. Assuming that the link blocking probability is independent, the probability of blocking for the path is given by

$$
P_{[2]} = 1 - (1 - b_1)(1 - b_2).
$$

This result can be generalized to any number of links. Suppose that a path has $L$ links and probability of blocking on link $\ell$ is given by $b_\ell$, $\ell = 1, 2, \ldots, L$. Then the path blocking probability, $b$, is given by

$$
P_{[L]} = 1 - \prod_{\ell=1}^{L} (1 - b_\ell)
$$

(B.8.1)

where $\prod_{\ell=1}^{L} (1 - b_\ell)$ denotes the product $(1 - b_1)(1 - b_2) \cdots (1 - b_L)$.
When $b_\ell \ll 1$, the path blocking probability can be approximated with a simpler result. Consider again the path with two links. On expanding, we get

$$P_2 = 1 - (1 - b_1 - b_2 + b_1 b_2) = b_1 + b_2 - b_1 b_2.$$ 

If $b_1$ and $b_2$ are very small, then the product $b_1 b_2$ is negligible compared to either $b_1$ or $b_2$ and can be ignored. For example, if $b_1 = b_2 = 0.01$, then $b_1 b_2 = 0.0001$. That is, we can write

$$P_2 \approx b_1 + b_2.$$ 

Generalizing for a path with $L$ links, we have

$$P_L \approx b_1 + b_2 + \cdots + b_L = \sum_{\ell=1}^{L} b_\ell.$$ 

(B.8.2)

This result is also useful if we replace the probability of blocking on a link by packet loss probability of a link buffer for data networks. That is the packet loss probability of a path is determined by knowing the packet loss probably of each link that is a constituent of this path; the additive property shown above holds since packet loss probability of a link is usually very small.

### B.9 Four Factors in Packet Delay

There are four factors that cause delay for a packet starting from nodal processing to traversing a link. They are: (1) nodal processing delay, $\tau_{\text{proc}}$, (2) transmission delay, $\tau_{\text{trans}}$, (3) propagation delay, $\tau_{\text{prop}}$, and (4) queueing delay, $\tau_{\text{queueing}}$. Thus, we can write the overall link delay, $\tau_{\text{delay}}$, as

$$\tau_{\text{delay}} = \tau_{\text{proc}} + \tau_{\text{trans}} + \tau_{\text{prop}} + \tau_{\text{queueing}}.$$ 

The nodal processing delay is due to packet checking at a node (e.g., a router) for bit error and determining which output link to use—usually, this factor needs to be the least dominant of all the four factors.

Transmission delay refers to the time to send bits into a link. If link speed is $c$ bits per second, and the packet length is $\kappa$ bits, then the transmission delay is

$$\tau_{\text{trans}} = \frac{\kappa \times 1000}{c} \text{ millisec.}$$

For example, a 40 byte packet (i.e., 320 bits) on a 56 Kbps links would have transmission delay of about 5.7 millisec ($= 320 \times 1000 / 56000$). The same packet size on a OC-3 link ($= 155$ Mbps) would have a transmission delay of 0.002 millisec. In other words, the transmission delay is fairly significant on a low-speed link.

Propagation delay refers to the time it takes to send a bit from one end of the link to the other end, i.e., it depends on the length of the link and the propagation speed of the medium. If length of the link is specified as $D$ kilometers (Km), and the propagation speed as $s$ meters per second (m/sec), then propagation delay is

$$\tau_{\text{prop}} = \frac{D \times 1000 \times 1000}{s} \text{ millisec.}$$
For example, the propagation speed of coaxial cable and fiber cables is about $2 \times 10^8$ m/sec. Thus, the propagation delay on a 300 Km long link at this propagation speed is 1.5 millisec. If the distance is only 10 Km, then the propagation speed reduces to 0.05 millisec. Thus, on a long-distance link, the propagation delay can be a fairly significant factor.

Queueing delay depends on the stochastic arrival property of packets and the packet service rate of links. For simplicity, we assume here that it is an $M/M/1$ system, i.e., the packet arrival to a link follows Poisson process with rate $\lambda$ and the packet service rate ($\mu$) is exponential distributed (refer to Appendix B.12.2). If the link speed is $c$ bits/sec, and the average packet size is $\kappa$ (in bits), then the service rate is $\mu = c/\kappa$ packets/sec. Then, the $M/M/1$ average queueing delay is given by

$$\tau_{\text{queueing}} = \frac{1}{c/\kappa - \lambda} \text{ sec} = \frac{1000}{c/\kappa - \lambda} \text{ millisec}.$$  

It is easy to see that the queueing delay is the most dominant factor when the arrival rate, $\lambda$, approaches the service rate, $c/\kappa$.

**B.10 Exponential Distribution and Poisson Process**

**Exponential Distribution**

The probability density function (PDF) and the cumulative distribution function (CDF) of the exponential distribution with rate parameter $\lambda$ are given by

$$f(t) = \lambda e^{-\lambda t}, \quad t \geq 0 \text{ (PDF)}$$

$$F(t) = 1 - e^{-\lambda t}, \quad t \geq 0 \text{ (CDF)},$$  

(B.10.1)

respectively. The mean and the variance of the exponential distribution are given by $E(X) = 1/\lambda$, $V(X) = 1/\lambda^2$. The PDF and CDF are plotted for $\lambda = 1, 5, 10$ (Figure B.3).

**Poisson Process**

A Poisson process is a stochastic process. It is easy to understand a Poisson process through its relation to the exponential distribution. For a Poisson process with rate $\lambda$, the inter-arrival time between two events are independent and exponentially distributed with parameter $1/\lambda$.

**Figure B.3** PDF and CDF of the exponential distribution.
Thus, if we consider event \(i-1\) occurring at time \(\tau_{i-1}\) and the next event \(i\) occurring at time \(\tau_i\), we can look at the difference in the event time \(s_i = \tau_i - \tau_{i-1}\). Then, we can say that the inter-arrival time, \(s_i\), between \(i-1\)-th event and the \(i\)-th event is probabilistically related to the exponential distribution and can be written as:

\[
Pr[s_i \leq t] = 1 - e^{-\lambda t}.
\]

Note that the right-hand side is the CDF of the exponential distribution. An important property of a Poisson process is that the sum of two independent Poisson processes is a Poisson process with rate being the sum of the two.

**Generating Exponential Random Variable**

Generating exponential distribution involves a trick known as the inverse-transform technique [399]. Note that for the exponential distribution, the CDF is monotonically increasing and takes a value between 0 and 1, i.e., \(0 \leq F(t) \leq 1\). Thus, if we consider from the point of view of the y-axis of the CDF function, we need to generate \(F(t)\) uniformly between 0 and 1, to get back \(t\), rather a random \(t\). Let us write \(u\) for this uniform value, then \(u = F(t)\), and thus, we can write \(u = 1 - e^{-\lambda t}\). Rearranging, we get \(e^{-\lambda t} = 1 - u\). Taking log (base e) of both sides, we get 

\[
-\lambda t = \ln(1-u).
\]

Rearranging, we get

\[
t = -\frac{1}{\lambda} \ln(1 - u).
\]

Thus, for a given rate \(\lambda\), we can obtain a specific value \(t\) if we can generate a uniformly distributed number, \(u\). You may note that we can make another minor change here by using \(u\) instead of \(1 - u\), since if \(u\) is from a uniform distribution, so is \(1 - u\). Thus, we can safely replace \(u\) in place of \(1 - u\), i.e.,

\[
t = -\frac{1}{\lambda} \ln(u).
\]

Most programming environments provide a function called \texttt{rand}, which generates uniform random number between 0 and 1; in fact, each invocation gives a different random value. Thus, \texttt{rand} can be used in place of \(u\) for generating the exponentially distributed random number \(t\). This is discussed next for Poisson process.

**On Generating Poisson Arrival Process**

Recall that the Poisson Process with rate \(\lambda\) has the property that the inter-arrival time is exponentially distributed with mean \(1/\lambda\). Then, we can generate \(\tau_i\) for event \(i = 1, 2, 3, \ldots\) (assume \(\tau_0 = 0\)) for a Poisson process in the following manner:

1. Generate \(u \sim \texttt{rand}\)
2. Set \(\tau_i = \tau_{i-1} - \frac{1}{\lambda} \ln u\).

This process is continued until you have generated the desired number of events, \(n\), or \(\tau_n\) reaches a desired value. In the following table, we show the result of the above approach for \(\lambda = 10\) packets per sec, and the generated packet arrival events until around 1 sec. As you can see, due to the randomness of arrivals, you might not get exactly 10 arrivals in 1 sec.
B.11 Self-Similarity and Heavy-Tailed Distributions

### Self-Similarity and Long-Range Dependency

A stochastic process $A(t)$ is self-similar if $A(\alpha t) = \alpha^H A(t)$ where $H$ is the self-similarity parameter, known as the Hurst parameter.

Long-range dependency means that events that are distant in time are correlated, i.e., a process measured at time $t$ and again at time $t + \Delta t$ are correlated; this correlation is measured through an auto-correlation function. Note that long-range dependency does not necessarily imply self-similarity. A certain type of self-similarity, known as second-order self-similarity that preserves auto-correlation independent of time aggregation, (but not all) typically implies long-range dependency.

### Heavy-tailed Distributions

There is a connection between self-similarity and heavy-tailed distributions, especially for Internet traffic. The presence of heavy tail in the distribution for transfer sizes is believed to be the cause of self-similarity in Internet traffic. Additionally, the Hurst parameter is observed to be $H > 1/2$, which reflects that burstiness at different time scales.

A distribution is considered to have a heavy-tail if

$$Pr[X > t] \approx t^{-\alpha}, \text{ as } t \to \infty, \ 0 < \alpha < 2.$$ 

A heavy-tailed distribution is also known as a power-law distribution.

There are many heavy-tailed distributions. A well-known heavy-tailed distribution is the general Pareto distribution; its probability density function is given by

$$f(t) = \alpha k^\alpha / t^{\alpha+1}, \ \alpha, k > 0, \ t \geq k.$$ 

and the cumulative probability distribution is given by

$$F(t) = P[X \leq t] = 1 - (k/t)^\alpha,$$

where $\alpha$ is known as the shape parameter and $k$ is known as the scale parameter. The PDF and CDF of the general Pareto distribution are plotted in Figure B.4, keeping scale parameter
FIGURE B.4  PDF and CDF of Pareto distribution (including exponential with $\lambda = 10$).

$k$ fixed at 1. For visual comparison, the exponential distribution with $\lambda = 10$ is also plotted alongside.

Visually, from the figure on the left side, we can see that the exponential distribution has a much shorter tail than heavy-tailed distributions.

The mean of the general Pareto distribution is given by $E(X) = k\alpha/(\alpha - 1)$ if $\alpha > 1$, and the variance by $V(X) = k^2\alpha/[(\alpha - 1)^2(\alpha - 2)]$ if $\alpha > 2$. For heavy-tailed distributions, the mean and the variance are essentially “infinite.” Note that for the general Pareto distribution, the mean becomes infinite as $\alpha \to 1$.

There is an important behavior to understand about heavy-tailed distributions. Suppose we consider a probability distribution describing the transmission time of a packet to have a mean of 10 millisec. If the distribution were considered “light tailed,” then if after 10 millisec the packet has not completed its transmission, the expected amount of time until it does complete transmission will be less than 10 millisec. If the distribution describing the transmission time were exponential, the expected remaining transmission time would equal 10 millisec. If the distribution describing the transmission time were heavy tailed, the expected remaining transmission time would be greater than 10 millisec. This can be explained by the fact that if a packet does not complete its transmission in 10 millisec, then it is much more likely to be one of the few that have an exceedingly long transmission time.

For additional material on self-similarity, long-range dependency, and heavy-tailed distributions, see [160], [404], [545], [551], [739], [740], [741].

B.12  Markov Chain and the Birth-and-Death Process

A Markov chain is a stochastic process in a countable state space (i.e., in discrete space, $S = \{0, 1, 2, \ldots\}$) with the special property that the probability of being at state $j$ at a time instant depends only on the state $i$ it was at in the previous time instant, not on any time instant before that; this is commonly known as the memoryless property. Time can be described either in discrete time or continuous time; these then correspond to the discrete time Markov chain, and the continuous time Markov chain, respectively. We will consider here the continuous time Markov chain, for which the memoryless property can be stated in terms of transition probability as follows:

$$p_{ij}(t) = \Pr\{x(t + u) = j \mid x(u) = i\}, \quad t > 0$$
This is interpreted as follows: if we are at state \( i \) at time \( u \), then for any small positive time movement \( t \) since \( u \), the transition probability for time \( t \), \( p_{ij}(t) \), to be at state \( j \) depends only on being at state \( i \) at time \( u \), nothing before that. Now, if we consider all the possible states to which transition is possible given that the system is at state \( i \), we can write

\[
\sum_{j \in S} p_{ij}(t) = 1, \quad \text{for each } i. \tag{B.12.1}
\]

The initial system at start time, \( t = 0 \), is described by \( p_{ii}(0) = 1 \); otherwise, \( p_{ij} = 0 \), for \( j \neq i \).

If we now consider the steady-state system, i.e., to describe the system that is irrespective of time, then it is more meaningful to consider the steady-state transition rate \( q_{ij} \) for going from state \( i \) to \( j \). It can be shown (by using limits) that Eq. (B.12.1) translates to the following in a steady-state:

\[
\sum_{j \in S} q_{ij} = 0, \quad \text{for each } i. \tag{B.12.2}
\]

Now, the steady state probability of being at particular state \( j \), to be denoted by \( p_j \) (note: the difference from \( p_{ij}(t) \)), is related to the transition rate \( q_{ij} \) by the following set of equations [481]:

\[
\begin{align*}
p_0 q_{00} + p_1 q_{10} + p_2 q_{20} + \cdots &= 0 \\
p_0 q_{01} + p_1 q_{11} + p_2 q_{21} + \cdots &= 0 \\
p_0 q_{02} + p_1 q_{12} + p_2 q_{22} + \cdots &= 0 \\
&\vdots
\end{align*}
\tag{B.12.3}
\]

This set is known as the set of balance equations. It may also be noted that the sum of the steady-state probabilities, \( p_j \), must add to 1, i.e.,

\[
p_0 + p_1 + p_2 + \cdots = 1. \tag{B.12.4}
\]

For many well-known systems, \( q_{ij} \) is known or can be derived; thus, by solving Eq. (B.12.3) along with Eq. (B.12.4), we can determine the steady-state probability \( p_j \).

### B.12.1 Birth-and-Death Process

The birth-and-death process is a specialized continuous-time Markov chain. This name has stuck on since this model was first used for population birth and death modeling; in a networking system, a better name would be to call it the arrival-and-service process. In this special Markov chain, \( q_{ij} \) is measurable only to its immediate one-step neighbors, i.e., going from \( i \) to \( i + 1 \) or to \( i - 1 \); the transition rate is zero, otherwise. Typically, we write going from \( i \) to \( i + 1 \) as \( \lambda_i \) (“birth” or arrival rate) and from \( i \) to \( i - 1 \) as \( \mu_i \) (“death” or service rate). Thus, the transition rate can be summarized as follows:

\[
\begin{align*}
q_{i,i+1} &= \lambda_i, \quad i = 0, 1, 2, \ldots \\
q_{i,i-1} &= \mu_i, \quad i = 1, 2, \ldots \\
q_{i,j} &= 0, \quad \text{for } j \neq i+1, i-1, i. \tag{B.12.5}
\end{align*}
\]
Due to relation (B.12.2) and (B.12.5), we can see that for the birth-and-death process, we can write:

\[ q_{ii} = -(\lambda_i + \mu_i), \quad \text{for } i \text{ not in a boundary state.} \]

Rewriting Eq. (B.12.3) with this knowledge, we have

\[
\begin{align*}
-p_0\lambda_0 + p_1\mu_1 &= 0 \\
p_0\lambda_0 - p_1(\lambda_1 + \mu_1) + p_2\mu_2 &= 0 \\
p_1\lambda_1 - p_1(\lambda_2 + \mu_2) + p_3\mu_3 &= 0 \\
&\vdots
\end{align*}
\]

(B.12.6)

The above balance equations for the birth-and-death process can be easily depicted pictorially by considering each state \( i \) and observing the balance maintained by rates going into a state and out of that state as shown below:

For example, consider state 1 to which from state 0 where steady-state probability is \( p_0 \), rate \( \lambda_0 \) is going in; similarly, from state 2 where steady-state probability is \( p_2 \), rate \( \mu_2 \) is going into state 1; now, from state 1 where steady-state probability is \( p_1 \), two rates \( \lambda_1 \) and \( \mu_1 \) are going out. Thus, \( p_0\lambda_0 + p_2\mu_2 = p_1(\lambda_1 + \mu_1) \); this is the second equation in (B.12.6). Similarly, others can be determined. The set of equations given by Eq. (B.12.6) can be analytically solved by substitution and elimination to obtain:

\[
p_1 = \frac{\lambda_0}{\mu_1} p_0, \quad p_2 = \frac{\lambda_1}{\mu_2} p_1 = \frac{\lambda_0\lambda_1}{\mu_1\mu_2} p_0, \ldots
\]

Generalizing, we have

\[
p_j = \frac{\lambda_0\lambda_1 \cdots \lambda_{j-1}}{\mu_1\mu_2 \cdots \mu_j} p_0, \quad j \geq 1.
\]

(B.12.7)

Now, plugging in \( p_j \) to Eq. (B.12.4), we can obtain \( p_0 \), and thus all \( p_j \)'s; this assumes that the summation converges, i.e., the following condition is satisfied:

\[
\sum_j \frac{\lambda_0\lambda_1 \cdots \lambda_{j-1}}{\mu_1\mu_2 \cdots \mu_j} < \infty.
\]

B.12.2 \( M/M/1 \) System

An \( M/M/1 \) system is a special case of the birth-and-death process. In this system, transition rate for birth (arrival) is the same regardless of the state; similarly, the transition rate for death (service) is the same regardless of the state.

\[
\begin{align*}
q_{i,i+1} &= \lambda_i = \lambda, \quad i = 0, 1, 2, \ldots \\
q_{i,i-1} &= \mu_i = \mu, \quad i = 1, 2, \ldots \\
q_{i,j} &= 0, \quad \text{for } j \neq i + 1, i - 1, i.
\end{align*}
\]

(B.12.8)
This system is stable if the arrival rate, \( \lambda \), is smaller than the service rate, \( \mu \). Here, the steady-state probability \( p_j \), given in Eq. (B.12.7), reduces to:

\[
p_j = \left( \frac{\lambda}{\mu} \right)^j p_0, \quad j = 1, 2, \ldots
\]

Accounting for Eq. (B.12.4), we can write

\[
p_j = \left( 1 - \frac{\lambda}{\mu} \right) \left( \frac{\lambda}{\mu} \right)^j, \quad j = 1, 2, \ldots
\]

An advantage of knowing the steady-state probability is that the average number in a system can be determined as follows:

\[
N = \sum_{j=0}^{\infty} j p_j = \frac{\lambda}{\mu - \lambda}.
\] (B.12.9)

(We have shown above the result of the summation, without showing the detailed derivation.) A well known result, known as Little’s law, says that the average number in a system and the average delay is related as follows: \( N = \lambda \times T \). Thus, we can write the average delay as:

\[
T = \frac{1}{\mu - \lambda}.
\] (B.12.10)

Consider now a network link with bandwidth \( C \) and average packet size \( \kappa \), the service rate becomes \( \mu = C/\kappa \). If we denote utilization by \( \rho = \lambda/\mu = \lambda \times \kappa/C \), then we can rewrite the average delay in a network link as

\[
T = \frac{1}{C/\kappa - \lambda} = \frac{\kappa}{C(1 - \rho)}.
\] (B.12.11)

### B.12.3 Trunk Reservation Model

The trunk reservation model presented in Section 11.8.3 is also a specialized case of the birth-and-death process. In this case, the total number of state is finite, which is the total number of circuits on a link, denoted by \( c \) circuits; thus, \( S = \{0, 1, \ldots, c\} \). If \( r \) is the trunk reservation parameter, then the arrival rate up to state \( c - r \) is to allow both direct and alternate routed arrival, i.e., \( \lambda_{\text{direct}} + \lambda_{\text{alternate}} \), and after the state \( c - r \) is reached, only direct routed calls are allowed, i.e. the arrival rate is \( \lambda_{\text{direct}} \). Furthermore, in a circuit-switched environment, the service rate, \( q_{i,i-1} \), is defined by the number circuits being currently occupied by calls assuming the average call duration to be \( 1/\mu \), i.e., the per-circuit service rate to be \( \mu \). Thus, we can write

\[
q_{i,i+1} = \lambda_{\text{direct}} + \lambda_{\text{alternate}}, \quad i = 0, 1, 2, \ldots, c - r - 1
\]
\[
q_{i,i+1} = \lambda_{\text{direct}}, \quad i = c - r, \ldots, c - 1
\]
\[
q_{i,i-1} = i \mu, \quad i = 1, 2, \ldots, c
\] (B.12.12)

Now consider the discussion in Section 11.8.3. In term of offered load, \( A \) and \( a \) described there, this means that

\[
A = \frac{(\lambda_{\text{direct}} + \lambda_{\text{alternate}})}{\mu}, \quad i = 0, 1, \ldots, c - r - 1
\]
\[
a = \frac{\lambda_{\text{direct}}}{\mu}, \quad i = c - r, \ldots, c - 1.
\] (B.12.13)
Thus, the result shown in Eq. (11.8.22a) can be derived from Eq. (B.12.7) using Eq. (B.12.12) and Eq. (B.12.13).

### B.13 Average Network Delay

The results given by Eq. (B.12.9) is for the average number in a system. From a network link point of view, this result is then the average number of packets in a link assuming Poisson arrival and exponential service time. Now consider a network that consists of more than one link in which traffic from one link may feed to another; in other words, traffic interaction is possible. To obtain a simple network-wide result, an assumption is made that each link behaves as a $M/M/1$ system regardless of traffic interaction—this assumption is known as the Kleinrock independence assumption. Consider for link $\ell = 1, 2, \ldots, L$ in a network, the link arrival rate is $y_\ell$ and the link capacity $c_\ell$; if we assume average packet size to be one, then the service rate can be represented by $c_\ell$. Thus, using Eq. (B.12.9), the average number of packets on link $\ell$ can be written as

$$N_\ell = \frac{y_\ell}{c_\ell - y_\ell}. \quad (B.13.1)$$

Summing over all links, we can obtain the average number of packets in the network as

$$N = \sum_{\ell=1}^{L} N_\ell = \sum_{\ell=1}^{L} \frac{y_\ell}{c_\ell - y_\ell}. \quad (B.13.2)$$

Now, if there are $k = 1, 2, \ldots, K$ demand pairs in the network, and the arrival rate for demand $k$ is $h_k$, then the total arrival rate is given by $H = \sum_{k=1}^{K} h_k$. Then using Little's law again, we can write the average network delay as

$$T = \frac{N}{H} = \frac{1}{H} \sum_{\ell=1}^{L} \frac{y_\ell}{c_\ell - y_\ell}. \quad (B.13.3)$$

### B.14 Packet Format: IPv4, IPv6, TCP, and UDP

In this section, we summarize packet formats for IPv4, IPv6, TCP and UDP. Recall that the pictorial views of packet formats with field locations were shown earlier in Figure 1.3 for IPv4 and IPv5, and in Figure 1.4 for TCP and UDP. We present below a brief explanation of the various fields associated with each of these packet types. Details are shown in Tables B.2, B.3, B.4, and B.5 for IPv4, IPv6, TCP, and UDP, respectively.
### TABLE B.2  Explanation of IPv4 header fields.

<table>
<thead>
<tr>
<th>IPv4 Header Field</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Version</td>
<td>Specifies IP version number, set to 4</td>
</tr>
<tr>
<td>Header Length</td>
<td>Length of the header (useful when options are included in header)</td>
</tr>
<tr>
<td>DiffServ/Type-of-Service</td>
<td>Six-bit Differentiated Service Code Point (two bits that follow are used for Explicit Congestion Notification) or 8-bit Type of Service Field</td>
</tr>
<tr>
<td>Total Length</td>
<td>Length of the IP packet in bytes</td>
</tr>
<tr>
<td>Identification</td>
<td>A unique identifier generated by the originator of the IP packet</td>
</tr>
<tr>
<td>Flags</td>
<td>The first bit is unused; if the second bit is set to 1, the packet is not to be fragmented; when a packet is fragmented, the third bit is set to 1 if a fragmented packet has more fragments to follow arising from the original IP packet</td>
</tr>
<tr>
<td>Fragment Offset</td>
<td>This field specifies the offset from the start of the header to the start of the fragment, counted in increments of eight bytes</td>
</tr>
<tr>
<td>Time to Live (TTL)</td>
<td>The life-time of packet as indicated by the originating host; the default value is set to 64, and a router that the packet visits decrements this value by 1, and discards if the value has become zero</td>
</tr>
<tr>
<td>Protocol Type</td>
<td>Indicates the protocol above IP for which this packet is for; this field indicates protocols such as TCP, UDP, ICMP, OSPF, IGRP</td>
</tr>
<tr>
<td>Header Checksum</td>
<td>Checksum computed on the header; see [89], [444]</td>
</tr>
<tr>
<td>Source Address / Destination Address</td>
<td>32-bit IPv4 addresses for source and destination</td>
</tr>
<tr>
<td>Options</td>
<td>Variable length optional field for extending IP header</td>
</tr>
<tr>
<td>Padding</td>
<td>bits added to follow Options field so that Options together with Padding is a multiple of 32 bits</td>
</tr>
</tbody>
</table>

### TABLE B.3  Explanation of IPv6 header fields.

<table>
<thead>
<tr>
<th>IPv6 Header Field</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Version</td>
<td>Specifies IP version number, set to 6</td>
</tr>
<tr>
<td>Traffic Class</td>
<td>Traffic class identifies Differentiated Services code points</td>
</tr>
<tr>
<td>Flow Label</td>
<td>An identifier to label packets from a source to a destination that require same treatment for the benefit of router processing</td>
</tr>
<tr>
<td>Payload Length</td>
<td>Length of the IPv6 packet, not counting header</td>
</tr>
<tr>
<td>Next Header</td>
<td>This field is used for indicating the protocol type field (as in IPv4), and also Options field</td>
</tr>
<tr>
<td>Hop Limit</td>
<td>This is the TTL field; This new name is given to indicate that it is counted in hops.</td>
</tr>
<tr>
<td>Source Address / Destination Address</td>
<td>128-bit IPv6 addresses for source and destination</td>
</tr>
</tbody>
</table>
## Table B.4  Explanation of TCP header fields.

<table>
<thead>
<tr>
<th>TCP Header Field</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Port / Destination Port</td>
<td>16-bit port address for applications</td>
</tr>
<tr>
<td>Sequence Number</td>
<td>The first byte identification counter of the current TCP segment</td>
</tr>
<tr>
<td>Acknowledgment Number</td>
<td>Informs the sequence number expected to receive to indicate bytes count received so far</td>
</tr>
<tr>
<td>Header Length</td>
<td>Length of header in multiples of 4 bytes</td>
</tr>
<tr>
<td>Reserved</td>
<td>Not used</td>
</tr>
<tr>
<td>ECN</td>
<td>For explicit congestion notification</td>
</tr>
<tr>
<td>Control Bits</td>
<td>Used for connection control functions; the well-known bits or Flags are SYN (synchronize for start of a TCP connection), ACK (for packet acknowledged), FIN (to end a TCP session), RST (to reset a TCP connection), PSH (to push data to upper layer immediately on arrival), URG (Urgent pointer indicator)</td>
</tr>
<tr>
<td>Advertised Window</td>
<td>Specifies the window size (in bytes) on how much outstanding data (in bytes) the sender is willing to receive from the receiver</td>
</tr>
<tr>
<td>Checksum</td>
<td>Checksum computed over header and payload</td>
</tr>
<tr>
<td>Urgent Pointer</td>
<td>Used with URG flag</td>
</tr>
<tr>
<td>Options</td>
<td>Optional field to extend the default header size; used for several features such as TCP window scaling, selective acknowledgment</td>
</tr>
<tr>
<td>Padding</td>
<td>bits added to follow Options field so that Options together with Padding is a multiple of 32 bits</td>
</tr>
</tbody>
</table>

Note: TCP does not have a segment length field; the length of the payload data in TCP is derived from IP total length field, IP header length field, and TCP header length field.

## Table B.5  Explanation of UDP header fields.

<table>
<thead>
<tr>
<th>UDP Header Field</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Port / Destination Port</td>
<td>16-bit port address for applications</td>
</tr>
<tr>
<td>Length</td>
<td>UDP Packet Length in bytes</td>
</tr>
<tr>
<td>Checksum</td>
<td>Checksum computed over the whole segment; optionally, this can be ignored</td>
</tr>
</tbody>
</table>
Solutions to Selected Exercises

- **Exercise 1.2**: The IP prefix is: 10.20.0.0/14.

- **Exercise 1.6(a)**: Time-to-live field and header checksum.

- **Exercise 2.5(a)**: The shortest path is 1-4-3-5.

- **Exercise 2.5(b)**: The shortest path is 1-2-4-3-5.

- **Exercise 2.6**: The widest path is 2-4-6 with bandwidth 10.

- **Exercise 3.2**: Count-to-infinity and looping.

- **Exercise 3.6(a)**: It will take $10 \times 4 = 40$ sec.

- **Exercise 4.2(b)**: We name the flow variables based on clockwise or counter-clockwise directions. Thus, for demand between 1 and 3, there are two paths 1-2-3 and 1-4-3, resulting in paths variables $x_{123}$ and $x_{143}$; we can similarly name the flow variables for the other demand pairs. The linear programming formulation for the load balancing problem as an input to CPLEX is shown below:

```plaintext
Minimize r
subject to
    dem13: x_{123} + x_{143} = 25
    dem24: x_{234} + x_{214} = 30
    dem23: x_{23} + x_{2143} = 10
    link12: x_{123} + x_{214} + x_{2143} - 50 r <= 0
    link23: x_{123} + x_{234} + x_{23} - 50 r <= 0
    link34: x_{143} + x_{234} + x_{2143} - 50 r <= 0
    link41: x_{143} + x_{214} + x_{2143} - 50 r <= 0
```

End
Exercise 5.1(a): The three timers are: Autoupdate Timer (default value: 30 sec), Expiration Timer (default value: 180 sec), and Garbage Collection Timer (60 sec longer than Expiration Timer).

Exercise 6.5: This is a trick question. Try again.

Exercise 6.10: Yes.

Exercise 7.2: The linear programming formulation for the load balancing objective can be written as:

\[
\begin{align*}
\text{Minimize} & \quad r \\
\text{subject to} & \quad \text{dem12}: x_{142} + x_{134} + x_{143} + x_{132} = 15 \\
& \quad \text{dem13}: x_{13} + x_{143} + x_{142} = 20 \\
& \quad \text{dem23}: x_{23} + x_{243} + x_{2413} = 10 \\
& \quad \text{link13}: - x_{1342} - x_{132} - x_{13} - x_{2413} + 30r \geq 0 \\
& \quad \text{link14}: - x_{142} - x_{1432} - x_{143} - x_{1423} - x_{2413} + 5r \geq 0 \\
& \quad \text{link23}: - x_{1432} - x_{132} - x_{1423} - x_{23} + 15r \geq 0 \\
& \quad \text{link24}: - x_{142} - x_{1342} - x_{243} - x_{2413} + 10r \geq 0 \\
& \quad \text{link34}: - x_{1342} - x_{1432} - x_{143} - x_{243} + 10r \geq 0 \\
\end{align*}
\]

End

On solving the above problem, we can obtain the dual solutions, which can possibly be used for link weights. Check if link weights so determined will work here.

Exercise 8.2: By carrying the AS numbers visited in the path vector.

Exercise 9.4: It is not necessary. However, to avoid the address spoofing problem, uRPF can be helpful.

Exercise 10.4: Crankback is helpful because at the time of call setup, the call control can be cranked back to trying another path if the path first tried does not have any resources available. However, crankback is not beneficial if the network is overloaded since there might not be any alternate paths available—in this case, crankback causes unnecessary attempts without providing any benefit.

Exercise 11.2: For the duration of a telephone call, bandwidth is required to be dedicated for the call; in other words, during this period, no other calls can use this bandwidth. A smaller duration means that another newly arriving call has the opportunity to use the released bandwidth for its call; otherwise, the call would be dropped.

Exercise 12.1(c): The common fields are: Flag, BIB/BSN, FIB/FSN, S/LI, and FCS.

Exercise 12.2: Two STPs are associated with an SSP for redundancy. Thus, if one fails, the other is still accessible to the SSP.

Exercise 13.2: SS7 point code addressing is intended for the nodes in the network, not for end devices. The subscriber’s telephone number addressing is completely decoupled from SS7 addressing.
Exercise 14.1(d): The key elements of a router are: network interface, forwarding engine, queue manager, traffic manager, backplane, and route control processor.

Exercise 15.1(a): A key difference is that the classful addressing scheme implicitly assumes that the netmask to be on specific bit boundaries while CIDR requires the network mask to explicitly announced.

Exercise 15.2: 25 nanosec.

Exercise 15.4: The memory accesses required would be 2 and 3, respectively.

Exercise 16.1(d): It consumes more memory because of duplication.

Exercise 16.4: The best matching rule is $R_8$; It would require 9 memory accesses.

Exercise 17.3: The short answer is: having multiple paths cached compensates for inaccuracy in the information received since the last link state update.

Exercise 18.2: The FAST-REROUTE object is used to protect an LSP so that in the event of a failure, traffic flow can use a backup LSP immediately, which is setup using DETOUR. The bandwidth guarantee for the backup path is specified in the FAST-REROUTE object.

Exercise 19.2(a): The only change required is that the decision variables associated with customer C should be allowed to take fractional values. In CPLEX, this means that variables $x_{C_{sf_{ny}}}$ and $x_{C_{sf_{kc_{ny}}}}$ should be allowed to take continuous values and are not declared in the block for Integer. For completeness, the entire formulation is shown below:

Minimize $x_{A_{sf_{kc}}} + x_{A_{sf_{ny_{kc}}}} + x_{A_{kc_{ny}}} + x_{A_{kc_{sf_{ny}}}} + x_{A_{sf_{ny}}} + x_{A_{sf_{kc_{ny}}}} + x_{B_{sf_{ny}}} + x_{B_{sf_{kc_{ny}}}} + x_{C_{sf_{ny}}} + x_{C_{sf_{kc_{ny}}}}$

subject to

$d45_{A_{sf_{kc}}}$: $x_{A_{sf_{kc}}} + x_{A_{sf_{ny_{kc}}}} = 1$

$d60_{A_{kc_{ny}}}$: $x_{A_{kc_{ny}}} + x_{A_{kc_{sf_{ny}}}} = 1$

$d20_{A_{sf_{ny}}}$: $x_{A_{sf_{ny}}} + x_{A_{sf_{kc_{ny}}}} = 1$

$d80_{B_{sf_{ny}}}$: $x_{B_{sf_{ny}}} + x_{B_{sf_{kc_{ny}}}} = 1$

$d100_{C_{sf_{ny}}}$: $x_{C_{sf_{ny}}} + x_{C_{sf_{kc_{ny}}}} = 1$

$l_{sf_{kc}}$: $45 x_{A_{sf_{kc}}} + 60 x_{A_{kc_{sf_{ny}}}} + 20 x_{A_{sf_{kc_{ny}}}} + 80 x_{B_{sf_{kc_{ny}}}} + 100 x_{C_{sf_{kc_{ny}}}} \leq 155$

$l_{sf_{ny}}$: $45 x_{A_{sf_{ny_{kc}}}} + 60 x_{A_{kc_{sf_{ny}}}} + 20 x_{A_{sf_{kc_{ny}}}} + 80 x_{B_{sf_{ny}}} + 100 x_{C_{sf_{kc_{ny}}}} \leq 155$

$l_{kc_{ny}}$: $45 x_{A_{sf_{ny_{kc}}}} + 60 x_{A_{kc_{sf_{ny}}}} + 20 x_{A_{sf_{kc_{ny}}}} + 80 x_{B_{sf_{ kc_{ny}}}} + 100 x_{C_{sf_{kc_{ny}}}} \leq 155$

Integer

$x_{A_{sf_{kc}}} , x_{A_{sf_{ny_{kc}}}} , x_{A_{kc_{ny}}} , x_{A_{kc_{sf_{ny}}}} , x_{A_{sf_{ny}}} , x_{A_{sf_{kc_{ny}}}} , x_{B_{sf_{ny}}} , x_{B_{sf_{kc_{ny}}}} , x_{C_{sf_{ny}}} , x_{C_{sf_{kc_{ny}}}}$

End

Exercise 20.3: There are many differences. We list here two differences: (1) ISUP messaging allows carrier identification code to be included while SIP does not have a similar field, (2) SIP allows different media to be communicated through session description protocol, which is not available with ISUP messaging.
▷ Exercise 21.7: The width of the bus should be 80 bits and approximately 134 bits, respectively.

▷ Exercise 21.10: 5 time slots.

▷ Exercise 22.3: The short answer is that it is better to avoid the network from reaching an unbearable congestion level by indicating (either implicitly or explicitly) to the TCP sources to reduce data transfer rate.

▷ Exercise 23.2: It allows to regulate traffic rate in an efficient manner in a packetized environment.

▷ Exercise 24.1(a): Since the flow variables are integer-valued, the only change needed is to declare \( x_{kpt} \) as integer-valued.

▷ Exercise 25.3: Use the approach presented in Section 25.1.2.
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Part VI: Advanced Topics
(Bonus Material on CD-ROM)

This part includes additional material that are related to Part IV and Part V; it consists of two sub-parts.

In the first sub-part, three chapters (Chapter 21, Chapter 22, and Chapter 23) cover functions and components of a router in further detail as a continuation of Part IV. First, different approaches to architect the switch fabric of a router are presented in Chapter 21. Second, packet queueing and scheduling approaches are discussed along with their strengths and limitations in Chapter 22. Third, traffic conditioning, an important function of a router, especially to meet service level agreements, is presented in Chapter 23.

In the second sub-part, we include two chapters (Chapter 24 and Chapter 25). Transport network routing is presented first in its general framework, followed by a formal treatment of the transport network route engineering problem over multiple time periods, in Chapter 24. The final chapter (Chapter 25) covers two different dimensions: optical network routing and multi-layer network routing. In optical network routing, we discuss both SONET and WDM in a transport network framework; more importantly, we also point out the circumstances under which a WDM on-demand network differs from a basic transport network paradigm. Furthermore, we discuss routing in multiple layers from the service network to multiple views of the transport networks; this is done by appropriately considering the unit of information on which routing decision is made and the time granularity of making such a decision. We conclude by presenting overlay network routing and its relation to multilayer routing.
Reading Guideline

The switching fabric of a router must be extremely efficient so that packets are processed quickly. In this chapter, we present a variety of switching architectures used in routers. It is important to note that many concepts originally came from switching architectures for circuit switching; this connection is highlighted. Understanding switching architectures is helpful in gaining an appreciation of modern-day routers. Furthermore, due to commonalities, the material presented here is useful for understanding similar switching architectures employed in networking technologies such as optical networking.
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A switch fabric is a core component of any router that provides a physical path between the ingress line card and the egress line card. In routers, the line cards terminate the network interfaces that carry packet traffic from or to another router or host. As the packets arrive from these interfaces, the line cards perform route lookups to determine their destination. The line card then forwards each packet to the switch fabric, which is responsible for transporting the packet from the ingress line card to the egress line card. At the egress line card, the packet is queued and scheduled for transmission on the output network interface.

In this chapter, we study in detail the architecture of different types of switches, but those used in routers belong to a broader class of packet switches. These switches transport packets that contain data as well as the information needed to determine the destination. While the literature on switch fabrics is vast, we restrict most of our discussion to those that are implemented today in commercial routers. In addition, we also discuss some of the recent advances in switch architectures that are capable of carrying terabits of traffic per second. Sometimes, in the literature, a switch fabric is referred to as a backplane.

### 21.1 Generic Switch Architecture

A generic switch fabric in a router has five main components as shown in Figure 21.1.

- The fabric input interface connects the ingress network processing modules of a line card to the switch fabric. This component performs various functions: it coordinates with the scheduler regarding the presence of packets, segments the variable-length IP packets into fixed-sized cells if needed, and enables their transmission when indicated by the scheduler.

![Figure 21.1](image-url)  
**Figure 21.1** A generic switch.
21.2 Requirements and Metrics

Before delving into individual switch architectures, we need to understand the requirements of a switch fabric when used inside a router. The primary requirement is to maximize the amount of data transferred across the fabric. This means that the fabric should transfer traffic from multiple line cards simultaneously.

A network switch fabric should provide fair bandwidth allocation for all the line cards. This implies that even during a momentary overload, excess traffic destined for line card $A$ should not steal bandwidth from traffic destined for line card $B$ even though the traffic destined for line cards $A$ and $B$ shares the resources of the fabric.

Another desirable requirement is that the switch fabric should not reorder packets. Since higher-layer protocols (like TCP) implement buffering for sequencing out-of-order packets, the natural question is why the switch fabric should not reorder packets. With current routers carrying voice and multimedia traffic, the reordering of packets increases the end-to-end delay, affecting user experience. Such delay-sensitive traffic imposes another requirement: the traffic needs to be prioritized and higher-priority traffic must be transferred across the fabric before the lower-priority traffic.

Since the switch fabric is a central critical component of a router, its failure implies that the router will be unable to forward any packets. Hence, an important requirement is that the switch fabric must provide sufficient redundancy for a router to continue to operate when a fabric failure occurs.

The performance of a switch fabric depends on several factors, such as its internal architecture and the nature of the traffic passing through it. The three primary performance metrics of interest are throughput, latency, and path diversity [163].
• **Throughput:** The throughput of a fabric determines how much data it can transfer in a unit of time. It is measured in bits per second. For instance, consider a router with 16 line cards with each line card capable of sending 40 Gbps of traffic into the fabric. If all the line cards wish to transfer packets simultaneously, then the aggregate throughput of the fabric needs to be 640 Gbps (= 16 x 40 Gbps). Since Internet traffic is growing at a high rate, routers need to forward more packets and thus places more demands on the switch throughput.

• **Latency:** Another metric is the latency experienced by a packet as it travels to the switch fabric. This is significant as IP packets carry multimedia traffic that requires delay guarantees. Formally, the latency in a switch fabric is defined as the time it takes to transfer a packet through the switch fabric from an input port to an output port. To a certain degree, the latency experienced by a packet in a router depends on the latency introduced by the switch fabric.

• **Path Diversity:** This refers to the number of available paths within the switch fabric for every pair of input and output ports. When more than one path is available, the switch fabric is said to be more robust. The traffic can be load-balanced across these paths, which allows the switch to tolerate any component failures.

In the following sections, we study shared and switched backplanes and their representative architectures in detail.

### 21.3 Shared Backplanes

This type of backplane uses a shared medium for transferring packets from one line card to another. The switches using a shared bus or ring topology fall under this category. While this type of backplane is more economical, it is often limited in throughput. Hence, such backplanes are used in low-bandwidth enterprise routers. In the next section, we will discuss the simplest shared backplane, the *shared buses*, in detail.

#### 21.3.1 Shared Bus

A shared bus is the simplest and most commonly used form of switching. A bus connects a number of ports with a shared channel that serves as a broadcast medium. Within a router, each port houses a line card. A typical implementation of a bus uses a set of signal lines or a single line connected to all the ports. When a packet is transmitted over the bus, every port receives it. Depending on whether the packet is destined for it, a port chooses to accept the packet or ignore it. A bus protocol determines which port has permission to transmit at any given time. A shared bus with line cards is shown in Figure 21.2.

A shared bus has two key properties. First, it implements broadcast and multicast natively and they are no more expensive than a packet transmitted point-to-point. This is because all the packets transmitted over the bus are broadcast to all the ports. Second, at any given instant, only one port can transmit a packet over the bus and, hence, there is no need for any packet resequencing on the destination line cards.

Now let us turn our attention to how much bus bandwidth will be required. If each port is capable of a data rate of $R$ bps, a bus supporting $N$ line cards needs to operate at a bandwidth
of $RN$ bps. If the bus uses a clock frequency of $r$ Hz, the bus width $w$ must be at least $RN/r$ bits. Let us go through an example that calculates the bus bandwidth and the bus width.

**Example 21.1** Shared bus bandwidth and width for a router.

Consider a router with 16 line cards using a shared bus with each line card operating at 100 Mbps. In this scenario, the bus must provide a bandwidth of 1.6 Gbps ($= 100 \times 16$). Assuming the bus uses an internal clock rate of 40 MHz, the bus width should be 40 bits ($1.6 \text{ Gbps} / 40 \text{ MHz}$).

With the availability of fast CPUs, in router architectures using a shared bus (discussed in Section 14.6.1), the primary bottleneck is the bus itself. When one line card is sending a packet to another line card, other line cards have to refrain from communicating even though they might have packets to transmit. Clearly, this is not desirable as the need for routing bandwidth is growing exponentially and, hence, high-capacity routers are needed. For instance, consider a high-capacity router that has eight line cards with each operating at 40 Gbps. The required bus bandwidth is, at worst, 320 Gbps ($= 8 \times 40 \text{ Gbps}$) when all the line cards want to transfer their packets simultaneously. It is not practically feasible to build a shared bus operating at 320 Gbps. At present, a fast off-the-shelf bus commercially available is the PCI Express, which offers speeds of up to 80 Gbps [96], [671].

Another disadvantage with the use of a shared bus is that as the number of ports connected to a bus increases, the electrical loading on the signal lines grows [459], [705]. This reduces the maximum clock frequency that can be achieved (that is, $r$ reduces to $cr$, $0 < c < 1$). Hence, the bus width $w$ should grow more than the number of ports $N$ to maintain sufficient bus bandwidth. For instance, if $c$ is 0.8 due to electrical loading, the bus width for Example 21.1 should be 50 bits ($= 1.6 \text{ Gbps} / (0.8 \times 40 \text{ MHz})$). While there are techniques to reduce or eliminate the impact of this electrical loading, they are more complex to implement [705].

Because of these limitations, it is necessary to develop backplanes that provide high performance at a reasonable cost. For smaller routers with a few Gbps of throughput, the shared bus is attractive from both a cost and performance perspective.
21.4 Switched Backplanes

A switched backplane allows packets to be transferred simultaneously between different line cards. Such a parallel transfer of packets increases the aggregate throughput of a backplane. Like a shared backplane, a switched backplane also consists of \( N \) ports with each port housing a line card. Since each line card can transmit as well as receive packets simultaneously from the backplane, conceptually it has an input port and an output port. Hence, the switched backplanes are depicted using \( N \) input and \( N \) output ports.

A typical switched backplane with four ports is shown in Figure 21.3, which shows that multiple packet transfers are occurring simultaneously from input to output ports. For instance, input port \( A \) is transferring packet \( 3 \) to output port \( 3 \) while port \( B \) is transmitting packet \( 1 \) to output port \( 1 \), and so on. Meanwhile, other packets are waiting at the input ports for their turn.

An important component of any switched backplane is the scheduler. The scheduler determines which input ports will transmit their packets to which output ports. Since IP packets are of variable length, the design of the scheduler becomes complex and leads to starvation and reduction in throughput (see Exercise). Hence, variable-length packets are segmented into fixed-sized cells and these cells are scheduled so that their transfers can occur within a fixed time called a timeslot. At the end of each timeslot, the scheduling algorithm examines the cells at the input ports waiting to be transferred across the backplane and decides which inputs will be connected to which outputs (for the next timeslot). Then the cells are physically transferred during the next timeslot. Such segmentation of packets to cells efficiently uses backplane and simplifies the hardware design. Unless otherwise specified, for the rest of the chapter we will assume that an IP packet is segmented into cells before traversing the switch fabric. In the next few sections, we will study switched backplanes in detail starting with shared memory, and followed by crossbar, Clos networks, Beneš networks, and torus networks.

21.5 Shared Memory

Perhaps the simplest implementation of a switched backplane is based on a centralized memory shared between input and output ports. When packets arrive at the input ports, they are written to this centralized shared memory. When the packets are scheduled for transmission, they are read from shared memory and transmitted on the output ports. Figure 21.4 shows a shared memory switch. As shown, the memory is partitioned into multiple queues, one for
FIGURE 21.4 A shared memory switch where the memory is partitioned into multiple queues.

Each output port, and an incoming packet is appended to the appropriate queue (the queue associated with the output port on which the packet needs to be transmitted). The incoming bits of the packet are accumulated in an input shift register. Once enough bits equal to the width of the memory word are accumulated in the shift register, it is stored in memory. During output, the packet is read out from the output shift register and transmitted bit by bit in the outgoing link.

A related issue with each output port being associated with a queue is how the memory should be partitioned across these queues. One possibility is to partition the memory into fixed-sized regions, one per queue. While this is simple, the problem with this approach is that when a few output ports are oversubscribed, their queues can fill up and eventually start dropping packets. An alternative approach is to allow the size of each partition to be flexible. In other words, there is no boundary on the size of each queue as long as the sum of all queue sizes does not exceed total memory. Such flexible-sized partitions require more sophisticated hardware to manage; however, they improve the packet loss rate [699]. The rationale is that a queue does not suffer from overflow until no free memory remains; since outputs idle at a given time they can “lend” some memory to other outputs that happen to be heavily used at the moment.

Despite its simplicity, it is difficult to scale the capacity of shared memory switches to the aggregate capacity needed today. Let us examine why. First, a significant issue is the memory bandwidth. When the line rate $R$ per port increases, the memory bandwidth should be sufficiently large to accommodate all input and output traffic simultaneously. A switch with $N$ ports that buffers packets in memory requires a memory bandwidth of $2NR$ as $N$ input ports and $N$ output ports can write and read simultaneously. Hence, the memory bandwidth needs to scale linearly with the line rate.

Second, the access times of memory available are much higher than required. It is typical in most implementations to segment the packets into fixed-sized cells as memory can be
utilized more efficiently when all buffers are the same size \([332]\). If the cell size is \(C\), the shared memory will be accessed every \(C/(2NR)\) sec. For a switch with \(N = 32\) ports, a cell size of \(C = 40\) bytes, and a data rate of \(R = 40\) Gbps, the access time required will be 0.125 nanosec. This is an order of magnitude smaller than the fast-memory SRAM, the access time of which is 5–10 nanosec at present.

Third, as the line rate \(R\) increases, a larger amount of memory will be required. As indicated in Chapters 7 and 22, the routers need buffers to hold packets during times of congestion to reduce packet loss. The standard rule of thumb is to use buffers of size \(RTT \times R\) for each link, where \(RTT\) is the average roundtrip time of a flow passing through the link. For example, a port capable of 10 Gbps needs approximately 2.5 Gbits (= 250 millisec \(\times\) 10 Gbps). If there are 32 ports in a router, the shared memory required is \(32 \times 2.5\) Gbits = 80 Gbits, which would be impractical.

Finally, the time required to determine where to enqueue the incoming packets and issue the appropriate control signals for that purpose should be sufficiently small to keep up with the flow of incoming packets. In other words, the central controller must be capable of issuing control signals for simultaneous processing of \(N\) incoming packets and \(N\) outgoing packets.

Despite these disadvantages, some of the early implementations of switches used shared memory. These include the datapath switch \([346]\), the PRELUDE switch from CNET \([154], [175]\), and the SBMS switching element from Hitachi \([199]\). Commercially, some of the routers such as the Juniper M40 \([629]\) use shared memory switches. Before closing the discussion on shared memory, let us examine a few techniques for increasing memory bandwidth.

### 21.5.1 Scaling Memory Bandwidth

With increasing link data rate, the memory bandwidth of a shared memory switch, as shown in the previous section, needs to proportionally increase. However, currently available memory technologies like SRAM and DRAM are not very well suited for use in large shared memory switches. While SRAM has access times that can keep up with the line rates, it does not have large enough storage because of its low density. On the other hand, DRAM is too slow, with access times on the order of 50 nanosec (which has increased very little in recent years).

In such scenarios, the standard tricks to increase memory bandwidth \([293]\) are to use a wider memory word or use multiple banks and interleave the access. For a line rate of 40 Gbps, a minimum-sized packet of 40 bytes will arrive every 8 nanosec, which will require two accesses to memory; one to store the packet in memory when it arrives at the input port and the other to read from memory for transmission through the output port. If we were to use a DRAM with an access time of 50 nanosec, the width of the memory should be approximately 500 bytes (= \(2 \times 50\) nanosec/8 nanosec \(\times\) 40 bytes), in which 2 is for read and write. This means more than one minimum-sized packet needs to be stored in a single memory word. However, it is not possible to guarantee that these packets will be read out at the same time for output. This is because the packets could belong to different flows and QoS requirements might require that these packets depart at different times.

Alternatively, the memory can be organized as multiple DRAM banks so that multiple words can be read or written at a time rather than a single word. This type of organization is sometimes referred to as \textit{interleaved} memory. In this case, for a line rate of 40 Gbps, we would need 13 (= \([50\) nanosec/8 nanosec \(\times\) 2]) DRAM banks with each bank required to be
40 bytes wide. When a stream of packets arrives, the first packet is sent to bank 1, the second packet to bank 2, and so on. The idea is that by the time packet 14 arrives, bank 1 would have completed writing packet 1. Assuming minimum-sized packets, if packet 1 arrives at time $t = 0$, then packet 14 will arrive at $t = 104$ nanosec ($t = 13 \text{ packets} \times 40 \text{ bytes/packet} \times 8 \text{ bits/byte} / 40 \text{ Gbps}$). By this time, bank 1 would have finished writing packet 1 and would be ready to write packet 14. Actually, bank 1 would be ready at $t = 50$ nanosec. If so, then why a gap of 54 nanosec? It is because another 50 nanosec is needed for an opportunity to read a packet from bank 1 for transmission to an output port.

However, the problem with this approach is that it is not clear in what order the packets must be read. To satisfy QoS requirements, the packets might have to be read in a different order. This could lead to something called the “hot bank” syndrome where the packet accesses are directed to a few DRAM banks, leading to memory contention and packet loss. Another variation of this approach is to send the incoming packets to a randomly selected DRAM bank. The problem with this approach is that if the packets are segmented into cells, the cells of a packet will be distributed randomly on the banks, making reassembly complicated.

### 21.6 Crossbar

The simplest switched backplane is a crossbar. An $N \times N$ crossbar switch has $N$ input buses and $N$ output buses in a fully connected topology, as shown in Figure 21.5; that is, there are $N^2$ crosspoints, which are either on or off. Each crosspoint $(i, j)$, $0 \leq i < N$, $0 \leq j < N$ is controlled by a transistor that can be either turned on or off. When a line card $i$ wishes to transfer a cell to line card $j$, the crosspoint $(i, j)$ is turned on and the actual cell is transmitted. For instance, if the line card at port 2 has a cell destined for the line card at port 5, the transistor at crosspoint $(2, 5)$ is turned on to enable the data transfer, which is also shown in Figure 21.5. A crossbar is internally nonblocking as it allows all inputs and outputs to transfer packets simultaneously.

A crossbar switch is controlled by a centralized scheduler. The scheduler provides a schedule that indicates the inputs that need to be connected to the outputs at a given instant. If the cells arrive at fixed intervals, then the schedule can be computed a priori. Otherwise, the switch must compute the schedule on the fly. In such cases, the schedule is generated by
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considering all the cells waiting to be transferred across the switch fabric. Then a configuration of crossbar is selected, ensuring that at a given instant each input is connected to at most one output and each output is connected to at most one input. Since the scheduler needs to turn the transistors on or off at the crosspoints, a control line is necessary that connects each of them to the scheduler.

The high performance of the crossbar switch is attributed to two factors. The links connecting the line cards to the switch fabric are simple point-to-point links and hence they can operate at high speeds. With the recent advances in semiconductor technology these links can operate as fast as 10 Gbps. The second factor is that the switch supports simultaneous connections of multiple inputs with outputs. The crossbar switch can close several crosspoints at the same time, thereby allowing the transfer of packets between multiple ports simultaneously. This greatly increases the aggregate bandwidth of the switch. However, the performance can be limited by several factors. First, some of the line cards might not have any data to send. Second, two or more line cards might want to send data destined for the same output port. In this case, only one of them can win and this, as a consequence, limits the data throughput since the other line card cannot send its data.

Before using a crossbar as a switch fabric, it is important to consider the advantages and potential drawbacks. It uses a simple two-state crosspoint (on or off), which is easy to implement. The modularity of the switch design allows large switches to be built by simply adding more crosspoints. Another significant advantage of a crossbar is the ability to natively support multicast. If an input port wishes to transmit its cell to multiple output ports, all the crosspoints corresponding to the input and output ports need to be turned on simultaneously. This allows each output port to receive a copy of the cell. For instance, assume that input port 5 in Figure 21.5 needs to multicast to output ports 2, 3, and 4. This is easily possible by turning on the crosspoints at (5, 2), (5, 3), and (5, 4). Finally, the crossbar provides a low-latency path for connecting input to output compared to other switches since it has the lowest number of connecting points (just one).

The major disadvantage is that the cost of a $N \times N$ crossbar, measured in terms of the number of crosspoints, increases quadratically as $N$ increases. For doubling the number of inputs and outputs of a switch, the number of crosspoints need to be increased to four times the original. For instance, a $50 \times 50$ switch requires 2,500 crosspoints, whereas a $100 \times 100$ switch requires 10,000 crosspoints.

A crosspoint can be implemented using a transistor and hence it takes very minimal space in a chip. With the current chip fabrication technologies, millions of transistors can be easily accommodated in a chip. Consequently, the cost of crosspoints and the area it consumes might not be relevant for configurations $N < 1000$. For higher configurations of $N > 1000$, still the dominant cost is the number of crosspoints.

The number of pins that can be packaged on a chip affects the cost of a crossbar; however, a chip may include other components. Thus, there is a fixed cost associated with each chip. Because of pin issues and the fixed cost associated with pins, most implementations of crossbar switches are restricted to between 8 and 32 ports. The second potential drawback is the difficulty in providing guaranteed QoS. This is because the cells arriving at the switch must compete for access to the fabric with the cells already waiting at the input port and also with cells in other input ports bound for the same output port. The third disadvantage is that there is only a single path between an input and output—thus, any single crosspoint failure
would make this nonfunctional. Finally, even though multicast can be supported easily by connecting the input bus to all the output buses, scheduling becomes tricky and complex.

The interesting algorithmic aspect of crossbar switches is the scheduling algorithm. The objective of the scheduling algorithm is to compute pairs of input and output ports that maximize the number of cells transferred in a timeslot, by taking into consideration the cells that are waiting to be transferred. In the next few sections, we will focus on such crossbar scheduling algorithms. Our discussion begins with a simple and elegant scheduling scheme implemented in DEC’s Gigaswitch [653], called “take-a-ticket.”

21.6 Take-a-Ticket Scheduler

The basic idea behind the take-a-ticket scheduler is based on a ticketing scheme used in deli sandwich shops. In these shops, you first go to the counter, order your sandwich, and after payment, the cashier gives you a number that identifies your position in the queue. The cashier calls out the current number and you keep monitoring until your number is called. When your number is called, you can pick up your sandwich.

Similarly, each output port $Q$ in the switch maintains a distributed queue for all the input ports $P$ waiting to send to $Q$. The queue is actually not maintained at the output port $Q$. Instead, it is stored at the input ports using a ticket number mechanism. An input port $P$ that has a cell to send to output port $Q$ obtains a ticket from that port indicating its position in the queue. To obtain a ticket, port $P$ sends a request over a separate control bus to $Q$. In response, the output port $Q$ provides a queue number to $P$, again over the same control bus. The queue number indicates the position of $P$ in the output queue of $Q$.

Port $P$ keeps monitoring the control bus until its queue number is called out. Meanwhile, after port $Q$ finishes serving the current cell, $Q$ sends the next queue number it is willing to serve on the control bus. When $P$ notices that its number is being served, it places its cell on the data bus to $Q$. At this time, the crosspoint connecting port $P$ to port $Q$ is turned on by $Q$ to facilitate the cell transmission. As you can see, at any given instant, each input port works with only one cell and starts with the cell at the head of the queue.

Now we are ready to describe the algorithm, which consists of three distinct phases:

- **Request Phase**: This phase initiates the request for obtaining a ticket number. Each input port sends a request to the output port for which the cell at the head of the queue is destined via the control bus.

- **Grant Phase**: This phase assigns and communicates the ticket number. The output port on receiving the requests from the input ports assigns a ticket number based on order of arrival and sends the number to the input ports again via the control bus.

- **Connect and Transfer Phase**: In this phase, the output port indicates its willingness to serve a request by placing the ticket number on the control bus. When the input port recognizes it is being served, it initiates the actual flow of data and the cell is transferred to the output port. The output ports ensure the appropriate crosspoints are turned on for the transfer to take place.
The algorithm operates iteratively and in each iteration many cells (from different input ports to different output ports) are transferred simultaneously. Let us walk through an example of scheduling cells for a better understanding of the algorithm.

**Example 21.2** Scheduling and transfer of cells using take-a-ticket scheduler.

Consider a switch with four input ports denoted by \( A, B, C, \) and \( D \) and output ports denoted by \( 1, 2, 3, \) and \( 4 \) as shown in Figure 21.6. It shows the input port \( A \) has to send cells to output ports \( 1, 2, \) and \( 3 \), while port \( B \) has three cells destined for output ports \( 1, 3, \) and \( 4 \). Port \( C \) has three cells similar to port \( B \). Finally, port \( D \) has three cells bound for output ports \( 2, 3, \) and \( 4 \). In Figure 21.6 notice that the cells are numbered based on the output port to which they are bound. The algorithm operates iteratively and each iteration is referred to as a *round*.

In round 1, during the request phase, ports \( A, B, \) and \( C \) send their requests to output port \( 1 \) as each has a cell at the head of the queue bound for that port. At the same time, port \( D \) sends a request to port \( 2 \). Assuming the request from \( A \) arrives at port \( 1 \) first, followed by \( B \) and then \( C \), the grant phase assigns the tickets \( T_{11}, T_{12}, \) and \( T_{13} \) to \( A, B, \) and \( C \), respectively. Similarly, port \( 2 \) responds with the ticket \( T_{21} \) to port \( D \), which concludes the request phase. In Figure 21.6, the requests and the ticket grants are represented using black lines with the direction arrows connecting the appropriate input and output ports. Now, output ports \( 1 \) and \( 2 \) broadcast the current ticket numbers being served, \( T_{11} \) and \( T_{21} \), on a separate control bus. As soon as the ports \( A \) and \( D \) see that their requests are being served, they transfer their
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respective cells 1 and 2 to the corresponding output ports. Before the transfer, the crosspoints at \((A, 1)\) and \((D, 2)\) are turned on by the centralized scheduler. In Figure 21.6, the solid black lines without arrows illustrate the data transfer between the input and output ports. This concludes round 1.

In the next round (round 2), ports \(A\) and \(D\) send their requests to ports 2 and 4, respectively. Port \(A\) is granted the ticket number \(T_{22}\), while port \(D\) gets \(T_{41}\) as it is the first request for port 4. In parallel, the output ports 1, 2, and 4 indicate their serving ticket numbers \(T_{12}\), \(T_{22}\), and \(T_{41}\), respectively. Note that ticket \(T_{12}\) was obtained in the previous round, but it is being served in the current round. During the connect phase, port \(A\) transfers its cell to port 2, port \(B\) to port 1, and port \(D\) to port 4.

Now for round 3, ports \(A\), \(B\), and \(D\) send their requests to port 3. If the requests from \(A\), \(B\), and \(D\) arrive in order, ticket numbers \(T_{31}\), \(T_{32}\), and \(T_{33}\) are granted, respectively. The current serving ticket numbers \(T_{13}\) for port 1 and \(T_{31}\) for port 3 are broadcast in a separate control bus. Once the crosspoints \((A, 3)\) and \((C, 1)\) are enabled, the cells are transferred from ports \(A\) and \(C\) to the output ports 3 and 1, respectively. Finally, port \(C\) gets a chance to transfer its first cell to port 1. The algorithm continues in this fashion for six rounds until the remaining cells are transmitted.

The major advantage of this scheme is the ability to handle variable-length packets due to the nonexistence of any dependencies in the algorithm across ports. Each output port can asynchronously grant a ticket number whenever an input port requests it and similarly, can asynchronously broadcast the current serving ticket number once the current transfer is completed. Hence, it obviates the need to break up the original packets into cells of fixed size before transmitting and the need for reassembling at the output line card.

In addition to variable-length packets, the scheme has the advantage of using a small amount of memory to maintain the control state; two \(\log_2 N\) bit counters at each output port, one for the current serving ticket number and the other for tracking the highest ticket number granted. Since the control state required is very small, DEC’s implementation of the Gigaswitch [653] is scaled to 36 ports.

A major drawback of this scheme is head-of-line blocking, which limits the amount of parallelism, and as a result, reduces the throughput of the switch. Furthermore, since the schedulers at the output ports operate independently, it is hard to coordinate a subset of them for a multicast. If output ports must wait until all the requested ports become free, several opportunities for transferring packets from other input ports are lost and, hence, the throughput might be expected to be lower. Therefore, multicasts were handled separately in software running on a central processor.

**21.6.2 Factors That Limit Performance**

As can be seen from Example 21.2, after three rounds only eight cells have been transmitted. In each round, each input port can potentially transfer a cell to an output port. With three rounds, there have been a total of 12 opportunities \((4\) input ports \(\times 3\) rounds\) to transmit, but only 8 of them have been used. Ports \(B\) and \(C\) still have two cells left to transmit at the end of three rounds. This shows that the available parallelism has not been fully exploited.

To visualize this better, we can depict the order of the transmission of cells at the input ports using a timeslot diagram as shown in Figure 21.7. Each input port in Figure 21.7 is
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FIGURE 21.7 Transfer of cells from input to output ports using take-a-ticket scheduling.

associated with six timeslots, representing the six rounds needed to transmit all the packets. Each round is numbered using the timeslot to which it belongs at the top. Each timeslot either contains an output port indicating the transfer of a cell to that port, or it is empty indicating that it is not used. Note that in our example, the cells are named based on the output port to which they are destined. From Figure 21.7 is it possible to infer that all the 12 input cells are transmitted out of 24 transmission opportunities, which amounts to just 50% utilization. We shall show in the later sections how other scheduling algorithms better exploit parallelism.

To determine the reasons for low utilization, we need to examine three types of blocking. The first type of blocking is called head-of-line (HOL) blocking and the second and third types are called input and output blocking, respectively. We shall see how HOL blocking reduces the throughput, while input and output blocking increase the delay of the cells passing through the fabric. In the next section, we discuss HOL blocking, the conditions under which it occurs, and how it impacts performance.

21.7 Head-of-Line Blocking

In a crossbar switch, all the cells waiting at an input port are stored in a single FIFO queue. Once the cell reaches the head of its queue, the scheduling algorithm considers it for transmission. However, this cell must compete with other cells that are at the head of the queues of other input ports but destined for the same output port. Such a tie is broken by the scheduler, which decides which cell will be transmitted next. Eventually, each cell will be selected and delivered to its output port. Using an FIFO queue at the input presents a problem since cells can be held by other cells ahead of them that are destined for a different output. This type of blocking is called HOL blocking. Since the scheduler when generating a schedule considers only the HOL cell, other cells behind it destined for different output ports are essentially blocked.

A good way to understand HOL blocking is to think of yourself in a car traveling on a single-lane road. You arrive at an intersection where you need to turn right. However, there is a car ahead of you that is not turning and is waiting for the traffic signal to turn green. Even though you are allowed to turn right at the light, you are blocked since you cannot pass on a
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The initial set of solutions proposed for HOL blocking was based on the use of output queueing instead of input queueing. If a cell $C$ can be instantly transmitted to an output port without any queueing at the input, then it is impossible for that cell to block other cells behind it, thus eliminating HOL blocking. As a result, all the cells arriving at the input ports are immediately delivered upon their arrival to the output ports. In the worst case, cells at all the
input ports may be destined for the same output port. Since the switch does not have any input buffers and if the packets are not to be dropped, the switch must deliver \( N \) cells to the single output port and the output queue must store all of them in the time it takes for one cell to arrive at an input. Hence, the switch fabric and the output queue need to run \( N \) times faster than the input ports. This can be expensive or difficult to implement. An output-queued switch is shown in Figure 21.8.

One way to reduce the cost of implementing output queueing is to use the *knockout* principle [755]. This principle states that if there are \( N \) inputs in the switch, it is very unlikely that all \( N \) cells received in any cell time are destined for the same output port. If the expected number of such cells is \( S \), where \( S < N \), then the fabric and output queue can be optimized to be run only \( S \) times faster instead of \( N \). This is less expensive and can be implemented using \( S \) parallel buses.

When the expected case is violated by the arrival of a number of cells greater than \( S \) in a cell time, the remaining cells must be dropped. In such cases, the packet losses will be fairly distributed among the input ports. For a variety of input distributions, it has been shown that \( S = 8 \) reduces the packet loss probability to one in a million.

There are two main difficulties in designing a switch based on the knockout principle. The first is how to implement a mechanism to choose \( S \) cells when the number of expected cells exceeds \( S \). A naive approach is to pair the input cells and choose the winner of the pair. When \( S = 4 \) and \( N = 8 \), we require four \( 2 \times 2 \) concentrators to pair eight cells. The concentrators choose one cell randomly out of their two input cells and the winning cell is passed to the output while the loser cells are dropped. While this approach is simple and easy to implement, it is not fair in the sense that the cell drops are not evenly distributed among all the inputs ports. To obtain a better insight, consider the following. Assume two heavy traffic sources \( M_1 \) and \( M_2 \) are paired in a concentrator while another heavy traffic source \( M_3 \) is paired with an occasional traffic-generating source \( M_4 \). In this case, \( M_3 \) gets double the amount of bandwidth compared to \( M_1 \) and \( M_2 \), and hence the implementation is not fair. Now let us develop the concepts for a fair implementation by considering simpler cases before describing the final solution.
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• Case $S = 1$ and $N = 2$: For such cases, a simple $2 \times 2$ concentrator can be used to choose one winner randomly from the two input cells. However, the concentrator outputs both the cells, one of them being the winner and the other being the loser as shown in Figure 21.9(a). The loser is interesting in the general case.

• Case $S = 1$ and $N > 2$: In this case, one winner needs to be chosen among the cells $N > 2$. This is analogous to choosing the winner in an elimination tournament. As in the tournament, each cell is paired with another cell for the first stage using $N/2$ concentrators to identify $N/2$ winners. The rest of the $N/2$ cells are “knocked out,” i.e., dropped. In the second stage, these $N/2$ winners are paired using $N/4$ concentrators and a new set of $N/4$ winners is found and so on until the root concentrator chooses the final winner. These concentrators form a tree referred to as the knockout tree. The knockout tree for $N = 8$ is illustrated in Figure 21.9(b), where concentrators are shown as nodes.

Now let us consider the general case where the switch needs to choose $S$ out of $N$ possible cells. A straightforward approach is to use $S$ knockout trees as shown in Figure 21.10, one for each winner. Unlike other approaches in which the loser cells are dropped, they are allowed to participate in the subsequent knockout trees to provide fairness. This is why the concentrators provide two outputs—one for the winner and the other for the loser. As can be seen in Figure 21.10, the first knockout tree takes as input all the $N$ cells and produces the first winner. All the $N - 1$ cells that lose enter the competition again at various stages in the second knockout tree, and so on. Note from the figure that winning cells will appear at different times. If all the winning cells need to output at the same time, some concentrators must be added that will be used as delay elements.

The second difficulty is the design of output queues that accept cells $S$ times faster than the speed of the output link. A naive approach is to implement an FIFO that accepts cells $S$ times faster than the output link. However, this is expensive to implement and it might not be worth the effort since these buffers cannot sustain the imbalance between input and output speeds for a longer period. If the objective is to sustain this for a shorter period, a cheaper
solution is to use \( k \) memory banks and interleave the access to these banks. The knockout switch design \[755\] uses a shifter to spray the cells to these \( S \) memory banks in round-robin order. The cells to be transmitted on the output link are read one at a time in the same order.

### 21.9 Virtual Output Queueing

To understand virtual output queueing, let us take a closer look at HOL blocking. The HOL blocking occurs because the input port is allowed to schedule only the cell at the front of the queue. If we can relax this restriction and allow the cells behind the head of the queue to be scheduled for transmission when the head is blocked, then HOL blocking can be eliminated.

Well, we might think that during scheduling we need to consider all the cells waiting in each input queue, which could be hundreds or thousands. If the state of each queue, (especially the cells waiting), has to be passed to the scheduler, it would become complex and consume too much memory, even assuming only a single bit per cell.

However, a few key observations eliminate the need for such complexity. First, note that all the cells waiting in the input queue can be destined for only \( N \) possible outputs. Second, if the cells \( C_1 \) and \( C_2 \) from the same input queue \( S \) are destined for the same output port \( R \), then in order to maintain FIFO order, \( C_1 \) needs to be scheduled before \( C_2 \). Hence, it does not make sense to schedule \( C_2 \) before \( C_1 \). As a result, any cells other than the first cell destined to every distinct output port need not be considered for scheduling.

Therefore, the input queue at each port is split into multiple queues, one queue per output at each input port as shown in Figure 21.11. Hence, a total of \( N^2 \) input queues is needed for an \( N \times N \) switch. This concept is called virtual output queueing, although the queueing
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physically occurs at the inputs and is referred to as VOQ for the rest of the chapter. With virtual output queues, scheduling to pair input ports to output ports becomes complex. Hence, in the next section, we digress to examine the theory behind how the scheduling problem can be mapped to a bipartite graph matching problem. It is followed by a discussion of two important scheduling algorithms, parallel iterative matching and iSLIP.

21.9.1 Maximum Bipartite Matching

The use of virtual queues complicates the problem of scheduling as it needs to take into consideration $N^2$ queues at the input ports and pair them with the output port in such a way that maximum transfer of cells occurs in a single time slot. Such a scheduling problem can be viewed as an instance of a bipartite matching problem as shown in Figure 21.12. The inputs and outputs form the nodes of a bipartite graph while the connections needed by queued cells from different inputs to various outputs are considered as edges in a bipartite graph. Additionally, there are no edges among the set of inputs or among the set of outputs; after all, the goal is to transfer cells from input ports to output ports, not from one input port to another input port.

A maximum match is one that pairs a maximum number of inputs and output ports together and there is no other pairing that matches more inputs and outputs. We can easily show that such pairings maximize the connections made in each timeslot and, as a result, maximize the instantaneous allocation of bandwidth. There are many algorithms for maximum bipartite matching, and the most efficient requires $O(N^{5/2})$ time [296]. A randomized algorithm [353] comes close to finding a maximum match, but it still requires $O(N + E)$ in an $N \times N$ bipartite graph with $E$ edges. The main drawbacks of these algorithms are that they are too complex to implement in hardware and too slow to be of any practical use. Furthermore, a maximum matching can potentially starve some input queues indefinitely. The following example illustrates such a possibility.
Consider a 4 x 4 crossbar switch with cells shown in Figure 21.13. Assume that a steady stream of cells keeps arriving at input A destined for output 2. At the same time, input C also gets a stream of cells, of which the majority are destined for output 4 and the remaining for 2. In this case, the maximum matching would always connect input A with output 2 and input C with output 4. This is because a maximum matching algorithm pairs as many inputs with outputs and no more pairing is possible. Hence, as long as there are cells at input C destined for output 4, the cells queued at input C destined for output 2 would never have an opportunity to be transmitted.

Due to such drawbacks, practical scheduling algorithms attempt to find a maximal match. A maximal match is one for which new pairings of input to output cannot be trivially added; each node is either matched or has no edge to an unmatched node. A maximum match is maximal, but the reverse is not true. There may be a way to add more input and output pairings than a maximal match by reshuffling the pairings of input ports to different output ports. The following example illustrates the difference between maximal and maximum matching.
Example 21.5  Maximal versus maximum matching.

Consider again a $4 \times 4$ crossbar switch. For the sake of discussion, assume that each input port has three cells to transfer to the output port as shown in Figure 21.14. Port $A$ has cells to transfer to output ports 1, 2, and 3. Similarly, cells bound for outputs 1, 3, and 4 are waiting to be transferred to ports $B$ and $C$. Also, port $D$ has cells 2, 3, and 4 to be transferred to their respective output ports.

Now the pairings $\{(A, 1), (B, 3), (C, 4), (D, 2)\}$ constitute a maximum match since they provide maximum parallelism by connecting all inputs to outputs. However, the pairings $\{(A, 3), (B, 1), (D, 4)\}$ constitute a maximal match. This is because it is possible to obtain more parallelism by different pairings of input ports and output ports as in maximum matching.

In practice, to communicate the scheduling needs, each input port must send a bitmap of size $N$ to the scheduler. In the bitmap, a bit at position $i$ indicates whether there is any cell destined for output port $i$. Since each input port sends a bitmap, the scheduler needs to process $N^2$ bits and for smaller values of $N$, say 32, this might not be enough bits to communicate to other components using buses or even to store in memory. Now let us turn our attention to a few scheduling algorithms that achieve close to maximal matches at very high speeds.

21.9.2 Parallel Iterative Matching

The key idea behind parallel iterative matching (PIM) [15] is the use of randomness to find a maximal match between input ports and outputs. The algorithm uses multiple iterations to converge quickly on a maximal match so that the number of cells transferred in a time slot is maximized. Before outlining the algorithm, let us attempt to understand it using the example in Figure 21.15.

Example 21.6  Scheduling and transfer of cells using parallel iterative matching.

The algorithm starts with the request phase, where all the input ports $A$, $B$, $C$, and $D$ send requests to output ports for which they have a cell to forward to as shown in Figure 21.15. As we can see, $A$ sends requests to ports 1, 2, and 3 while ports $B$ and $C$ both send their requests to 1, 3, and 4. Finally, port $D$ communicates its request to ports 2, 4, and 3.
FIGURE 21.15 Single-iteration PIM in operation.

Now observe that output port 1 gets three requests from A, B, and C. Of course, it can service only one port at a time. If that is the case, how will output port 1 choose which request to grant? A simple way is to choose randomly among the requests. Let us say port 1 chooses to serve A. Since port 2 also received requests from both A and D, it has to break the tie by choosing one of them randomly, say port A again. Finally, assume that ports 3 and 4 agree to serve port B and port C, respectively. Since grants to requests are issued, this phase is referred as the grant phase.

Notice that port A has been chosen by both ports 1 and 2, leading to input port contention. Now how do we break the tie? Well, again we can randomly choose one of them. Assume that port A picks port 1. Hence, a third accept phase is needed in which each input port randomly chooses an output port. The final pairings are (A, 1), (B, 3), and (C, 4). Port D does not have a pairing since it lost among the choices made randomly. The appropriate crosspoints are turned on and cells are transferred. This concludes round 1 of the algorithm.

For round 2, again the requests for the remaining cells are sent from the input ports to the output ports. In this case, port A sends to output ports 2 and 3 and port B to output ports 1 and 4. Since the cells remaining in port C have to be transferred to ports 1 and 3, it sends the requests to those ports. Port D has not been able to transfer any cell in the first round and, hence, its requests are sent to ports 2, 3, and 4 as it has a cell bound for these ports.
Output ports 1 and 4 grant the requests from port B. On the same note, port A receives a grant from output ports 2 and 3 while ports C and D receive none. Port A accepts the request from port 2 and port B from 1. Now the actual data transfer takes place, which concludes round 2. Note that an opportunity to transfer a cell from port D to port 4 is lost because of randomness.

The algorithm continues in this fashion until all the cells are transferred to their respective output ports. Figure 21.15 illustrates only the first three rounds of PIM. The remaining three rounds of the PIM operation are left as an exercise to the interested reader.

Based on the understanding of the operation, we are now ready to formally describe the algorithm. The PIM algorithm consists of three phases, similar to the take-a-ticket scheduler, which are described as follows:

- **Request Phase**: Each unmatched input sends a request to every output for which it has a buffered cell. This notifies an output port about the input ports that are interested in communicating.

- **Grant Phase**: If an unmatched output received any requests, the algorithm chooses randomly to grant a request. The output port notifies each input if its request was granted.

- **Accept Phase**: If an input receives any grants, it accepts one of them and notifies that output.

As we saw earlier, note that two or more input ports can request the same output port, leading to output port contention; the grant phase chooses one of them randomly. Similarly, input port contention can occur when two or more grants are issued to the same input port from multiple output ports; the accept phase chooses one of them randomly.

For Example 21.6, it may take as many as six time slots to transfer the cells, as shown in Figure 21.16. Each box in the figure corresponds to an opportunity to transfer a cell from an input port to an output port. In round 1, which corresponds to time slot 1, cells 1, 3, and 4 are transferred from their input ports A, B, and C, respectively. Similarly, during time slot 2, port A transmits cell 3 and port B transmits its cell 1 and so on. Out of 24 (6 time slots × 4 ports) opportunities to transmit cells, only 12 of them were used, which gives a throughput of 50%.
The low throughput can be attributed to a single iteration of the algorithm in each round, where some input ports might have been paired with output ports. However, some input ports still can be paired with other unpaired outputs. This is because two or more output ports can grant to the same input port while it chooses only one of them. The output ports whose grant is not accepted can be paired with some other unpaired input port. Hence, the algorithm is repeated in each round, retaining the matches made in the previous iterations to find matches for unpaired input and output ports.

Example 21.7  Scheduling and transfer of cells using two-iteration PIM algorithm.

Continuing with Example 21.6, we saw that port A received two grants (one from port 1 and the other from port 2), before it chose port 1. Also note that port D did not have a pairing. Now since port 2 is free, it could very well have been paired with port D, as it has a cell destined for. If one more iteration of the algorithm is allowed with unmatched input and output ports, then the algorithm would have paired port D with port 2 and four cells could have been transferred in round 1. This is shown in Figure 21.17. The requests and grants are shown as solid black arrows; the matches in the previous iterations are shown as light black arrows.

Hence, to maximize the pairings, the algorithm needs to be rerun preserving the matches from previous iterations. A follow-up iteration will increase the number of matches by 1, if maximum pairing has not occurred. Subsequent iterations cannot worsen the matches since the previous matches are retained. The cells transferred in each time slot using two-iteration PIM for Example 21.7 are shown in Figure 21.18. In contrast to single-iteration PIM, it requires only four time slots (or rounds). From a total of 16 opportunities to transmit, 12 are utilized.
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![Table]

<table>
<thead>
<tr>
<th></th>
<th>Time Slot 1</th>
<th>Time Slot 2</th>
<th>Time Slot 3</th>
<th>Time Slot 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input A</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Input B</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Input C</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Input D</td>
<td>2</td>
<td>4</td>
<td></td>
<td>3</td>
</tr>
</tbody>
</table>

**Figure 21.18** Transfer of cells using two-iteration PIM.

and, hence, the throughput is 75% \((12 \times 100)/16\), which is a 25% improvement over single-iteration PIM and “take-a-ticket” scheduling.

Since PIM requires a variable number of iterations to find a maximal match, it is important to understand the number of iterations it will take to converge. In the worst case, if all outputs grant requests to the same input, only one match will be made in a single iteration. If this sequence is repeated, it will take \(N\) iterations to reach a maximal match. Hence, it is no faster than a sequential approach. In the best case, every output grants to a unique input, achieving a maximal match in one iteration. For the average case, it takes \(O(\log_2 N)\) iterations to converge [15], independent of the pattern of requests. This is based on the observation that each iteration, on average, resolves 75% of the remaining unresolved requests.

For a large value of \(N\), from an implementation perspective, it might not be possible to iterate until the maximal match is reached. This is because of the fixed amount of time required to schedule the switch. Hence, a small fixed number of iterations is used. Also, note that the algorithm might not necessarily forward cells through the switch in the order in which they arrive.

Since the algorithm randomly selects a request among contending requests, all the requests will eventually be granted, ensuring that no starvation occurs in any input queue. Hence, no state is needed to keep track of how recently a VOQ has been served. The algorithm begins all over, at the beginning of each cell time, independently of the matches that were made in the previous cell times. While the use of randomness does not require maintaining the state, it is expensive to implement, as a selection has to be made randomly among the requests of a time-varying set.

If a single iteration is used, the throughput of PIM is limited to approximately 63%, which is only slightly higher than a switch that uses FIFO [460]. The rationale for this is as follows. The probability that an input port will not be granted its request is \((1 - 1/N)^N\). As \(N\) increases, the throughput tends to be \(1 - 1/e \approx 63\%\). However, the algorithm typically finds a good maximal match after several iterations. Since each iteration requires the execution of three phases, the time for scheduling increases, which affects the rate at which the switch can operate. As a result, the switch provides lower throughput for moving packets between line cards. Hence, it is desirable to have a matching algorithm that uses one or two iterations to find a close enough maximal match.
21.9.3 iSLIP Scheduling

The iSLIP algorithm was designed to overcome the problems of complexity and unfairness in PIM. It is a simple iterative algorithm that achieves close to maximal matches in just one or two iterations. As discussed in the previous section, PIM chooses randomly among a competing set of requests or grants in order to provide fairness. However, iSLIP provides fairness using rotating pointers that track which input (output) port needs to be served next. These pointers allow the “winning” request or grant to be chosen among multiple contenders in a round-robin fashion. Even though these pointers are synchronized at the start of the algorithm, they tend to desynchronize, which results in maximal matches as time progresses. For the sake of discussion, let

\[ I_i = \text{Accept pointer at input port } i. \]

\[ O_j = \text{Grant pointer at output port } j. \]

The algorithm starts by initializing \( I_i \) for all values of \( 0 < i < N - 1 \) to the first output port. Similarly, \( O_j \), for all values of \( 0 < j < N - 1 \) is initialized to the first input port. The algorithm is invoked at the start of each time slot and uses single or multiple iterations to match input ports that have cells to transmit to output ports. The following steps are in the iteration:

- **Request Phase**: Each input port sends a request to every output port for which it has a cell queued in its VOQs.

- **Grant Phase**: When an output port \( j \) receives one or more requests, it chooses the lowest input port number that is equal to or greater than \( O_j \). After choosing the input port to serve, the output port notifies each input whether its request has been granted.

- **Accept Phase**: When an input port \( i \) receives multiple grants, it chooses to accept the lowest output port number that is equal to or greater than \( I_i \). Once the input port accepts a grant, \( I_i \) is incremented to the next output port in a circular order. In other words, if input port \( i \) accepts a grant from output port \( X \), then \( I_i \) is updated to \( (X + 1) \mod N \). Pointer \( O_j \) of output port \( j \) is also incremented in circular order to the next input port beyond the granted input. If the accepted input port is \( Y \), then \( O_j \) is assigned the value of \( (Y + 1) \mod N \). These pointers are updated only after the first iteration, not in subsequent iterations.

As mentioned earlier, the steps of the iteration are repeated a predefined number of times with unmatched inputs and outputs, retaining the matches from the previous iterations. Finally, the cells are transferred from the matched input port to the output port. To obtain a concrete understanding, let us use an example of how iSLIP schedules a set of cells.

**Example 21.8** Scheduling and transfer of cells using iSLIP.

Consider scheduling the same set of inputs as in Example 21.6 using two-iteration iSLIP. The first three rounds of operation of iSLIP are shown in Figures 21.19, 21.20, and 21.21. Each round consists of two iterations before the actual data transfer occurs. As can be seen from
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FIGURE 21.19 Two-iteration iSLIP scheduling in operation—round 1.

the figures, each output port is associated with a grant pointer $I_i$ for $1 < i < N$ and all of them are initialized to the first input port $A$. Similarly, each input port maintains an accept pointer $O_j$ for $1 < j < N$ and is initialized to the first output port $1$.

In Figure 21.19, each input port sends requests to each output port for which it has a queued cell. According to the algorithm, each output port grants to the lowest input equal to or greater than its grant pointer. For example, when output port $1$ receives requests from input ports $A$, $B$, and $C$, it grants to $A$ since its pointer $O_1$ points to $A$. Similarly, output ports $2$ and $3$ also grant to $A$ as their grant pointers contain $A$ while the output port $4$ grants to input port $B$.

As the grants are communicated to the input ports, $A$ finds that it received three grants, one each from ports $1$, $2$, and $3$. The accept pointer $I_A$ indicates that $A$ can accept grants from port $1$ or greater. Therefore, it chooses to accept the grant from port $1$ and rejects the grants from ports $2$ and $3$. Similarly, $B$ accepts the single grant from port $4$. The accepted grants are communicated to the respective output ports, $A$ to $1$ and $B$ to $4$, as shown in the upper rightmost column in Figure 21.19. At this time, the grant pointers $O_1$ and $O_4$ are updated to $B$ and $C$, respectively. Similarly, accept pointers $I_A$ and $I_B$ are updated to $2$ and $1$, respectively. Note that the value of $I_B$ continues to be output port $1$ since the next port after port $4$ is $1$ in circular order.

Observe that the grant pointers $O_2$ and $O_3$ are not incremented despite granting for port $A$. This is because their grants are not accepted by port $A$. If these grant pointers are incremented, even after the grant is rejected, they might be synchronized in lock-step (for details refer to [460]), thereby reducing the number of cells transmitted in a time slot.

At the end of the first iteration, a match of size only 2 has been achieved. It can be further improved by a second iteration, shown in the lower half of Figure 21.19. The second iteration begins with unmatched inputs only requesting unmatched outputs. Input ports $C$ and $D$ send
requests for ports 3 and 2, respectively, which are granted. Unlike the first iteration, the grant and accept pointers are not incremented to avoid starvation [460].

Thus, the accept pointer at C and D remains at A while the grant pointers at 2 and 3 remain at 1. At the end of the second iteration, the paired inputs and outputs are (A, 1), (B, 4), (C, 3), and (D, 2). The crosspoints are turned and the actual data transfer occurs. The data transfers are shown as thick solid lines in the bottom rightmost switch in Figure 21.19.

The next two rounds of the operation of iSLIP are shown in Figures 21.20 and 21.21. The reader can trace through the algorithm and identify the cells transferred in each round. By the end of three rounds, all the cells except cell 3 at input port B are transferred to the respective output ports. The remaining cell can be transferred in the fourth round.

How do the accept and grant pointer break away from each other? Observe the first row in Figure 21.20. At the start of round 2, since output port 1 has been granted to input port A, it moves on to provide priority for serving ports beyond A, in this case B. Hence, even if port A has another cell destined for port 1 (unlike our example), port 1 will grant only the requests for port B and beyond.

The algorithm requires that $2N$ pointers be maintained, one for each input port and one for each output port. Each pointer should have $\log_2 N$ bits to address the ports from 0 to $N - 1$.

The time slot at which the cells depart from the input port for Example 21.8 is shown in Figure 21.22. As shown, all the cells are transmitted in four time slots. While comparing it with two-iteration PIM, it might appear that iSLIP performs only as well as PIM even with two iterations (both consume four time slots). This is due to the startup penalty of iSLIP because of the synchronization of pointers. Once the pointers are desynchronized, iSLIP performs well with just a single iteration. Also, notice that despite the startup penalty, iSLIP uses all the
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**FIGURE 21.21** Two-iteration iSLIP scheduling in operation — round 3.

**FIGURE 21.22** Transfer of cells using two-iteration iSLIP.

transmission opportunities in the first two rounds compared to PIM. Most of the commercial implementations of iSLIP use only a single iteration.

### 21.9.4 Priorities and Multicast in iSLIP

For many Internet applications such as VoIP and video, their traffic must be scheduled through the router ahead of lower-priority traffic to guarantee latency and jitter requirements. For this the switch fabric must let this traffic pass as quickly as possible. Similarly, applications like video conferencing require support for their packets to be replicated at the router for multicasting. Since the growth of such traffic is on the rise, first-class support for multicasting is becoming more important.

The iSLIP algorithm can easily accommodate priorities using a separate VOQ for each priority at each input port per output port. For instance, if there are four priorities that need to be supported on a 16 × 16 switch, each input port needs 64 (4 priority levels × 16 out-
put ports) VOQs. Also, for each output port $j$ and priority $k$ a separate grant pointer $O^k_j$ is maintained. Similarly, an accept pointer $I^k_i$ is also maintained at each input port for each priority. Scheduling the prioritized traffic necessitates performing the original iSLIP algorithm on each input and output port on the highest priority level for which there are cells to be transmitted.

To be precise, each output port accepts a request from the highest priority request it receives; in addition, each input port also accepts a grant from the highest priority level it sees. Consider a situation in which an input port $I$ issues a request for priority level 1 for output port 2 and another request for priority level 3 for output port 3. If both requests are granted, $I$ chooses the one with the highest priority grant. Note that the choice is not based on accept pointers since they are at different priorities; instead it is based on priority. Once the grant is accepted in the first iteration for a priority $k$ between input port $I$ and output port $O$, the corresponding accept and grant pointers are incremented.

A straightforward approach for implementing multicast is to replicate the input cell and transmit a copy to the output port for every time slot for the respective output ports. But the disadvantage is that the same input cell competes with other cells multiple times for the switch. This reduces the available switch bandwidth for other traffic at the same input. However, as seen in Section 21.6, crossbar naturally supports multicasting, which can be used to achieve higher throughput.

The iSLIP can be extended to support multicast, and the variant is referred to as ESLIP [459]. To accommodate multicast, ESLIP includes an additional queue per input port. The use of a single queue might introduce HOL blocking for multicast. Indeed, it will. For instance, consider cell $C_1$ destined for outputs $O_1$ and $O_3$, which in the queue occurs before cell $C_2$ bound for outputs $O_2$ and $O_4$. If outputs $O_1$ and $O_3$ are busy, the cell $C_1$ will block cell $C_2$ even if outputs $O_2$ and $O_4$ are idle. If HOL blocking needs to be avoided for multicast, it will require a queue for each subset of output ports, which might not be practical (2\(^{16}\) for 16 ports). The set of output ports to which an input cell needs to be replicated is called its fanout. For instance, if input port $I$ contains a cell that needs to be copied to output ports 1, 2, and 4, then its fanout is 3.

Now the multicast traffic can be scheduled in two ways. In the first approach, referred to as no fanout-splitting, all copies of the input cell are transmitted in a single time slot. In this case, if there is contention for one of the output ports, none of the copies is transmitted and it has to be retried in some other time slot. In the other approach called fanout-splitting, the cells to be multicast are delivered to output ports over multiple time slots. The cells that are not transmitted due to contention in some output ports will continue to try in the next time slot. Studies [287], [300], [570] show that fanout-splitting leads to higher throughput with a slight increase in implementation complexity.

ESLIP implements a variation of fanout-splitting in which a particular input is favored until it completes the transmission of its fanout completely before the next input cell, which is different from multiple inputs competing for output ports and transmitting their fanouts partially. This version of fanout-splitting is implemented in ESLIP using a shared multicast grant pointer that is different from the separate grant and accept pointers per port for unicast.

When a mix of multicast and unicast requests arrives at an output port, how does the output port choose which one to grant? ESLIP solves this problem by giving preferential
treatment to unicast and multicast in alternate time slots. Let us consider an example of how a mix of unicast and multicast traffic is handled.

**Example 21.9** Scheduling of unicast and multicast traffic using ESLIP.

Consider two input ports $I_1$ and $I_2$ that have a unicast cell and a multicast cell to be transmitted, respectively. Let us assume that the unicast cell from $I_1$ is destined for output port $O_4$ and the multicast cell from $I_2$ is destined for output ports $O_1$, $O_2$, and $O_4$. Also assume that the switch provides preference for unicast traffic in odd time slots and for multicast traffic in even time slots.

If the current time slot is odd, then the output $O_4$ will grant the request for unicast from $I_1$. Since the outputs $O_1$ and $O_3$ do not have any requests for unicast traffic, they will choose to grant the multicast request to the first port that is greater than or equal to the current shared multicast grant pointer. Assuming that $I_2$ is chosen, the outputs $O_1$ and $O_3$ will grant request $I_2$.

Unlike unicast, all the multicast grants are accepted by input $I_2$. Also, the shared multicast grant pointer is not increased beyond $I_2$, since $I_2$ has not yet completed its fanout. In the next time slot, when the multicast traffic gets priority, the grant will be issued to $O_2$, which completes the fanout of $I_2$. Then the shared multicast grant pointer is increased by one past $I_2$.

---

**21.10 Input and Output Blocking**

So far, our attention has been focused on HOL blocking and on how it affects the throughput of the crossbar; various solutions that eliminate HOL blocking have been outlined. But the delay experienced by a packet inside a router as it travels from the input interface through the crossbar to the outgoing interface can be unpredictable. However, with the growth of the Internet, large amounts of multimedia and delay-sensitive traffic require that packets arrive at their destination within a predictable time.

Routers, as we shall see in Chapter 18, in their outgoing interfaces employ an output link scheduler, which determines the exact time at which each packet needs to be transmitted. Such output scheduling alone cannot guarantee a predictable delay for the packets forwarded by the router. Within the router, the packets could experience unpredictable delays as they try to pass through the fabric. These delays in the crossbar can be attributed to input and output blocking.

Input blocking occurs when there are multiple input cells in different VOQs on the same input port contending for the fabric. Since the scheduler selects only one cell from a VOQ to be served in a time slot, the other cells are blocked. For a better understanding, consider the VOQs shown in Figure 21.11. Assume that the scheduler selects a VOQ to be serviced by the scheduler at one input. The other nonempty VOQs at the same input must wait until a later time slot for service. In fact, it will be difficult to predict when a nonempty VOQ will be scheduled to receive service. This is because new cells might keep arriving for VOQs in other inputs in every time slot, changing their occupancy, and the scheduler tries to pair VOQs in input ports with output ports to achieve a maximal match so that throughput is maximized. Hence the VOQ needs to compete with other VOQs that might block it for an unpredictable number of time slots.
To understand output blocking, consider two cells in different input ports destined for the same output port. Since each output line in a crossbar switch can connect to one input during a cell time, only one cell can be transferred. The other cell will be blocked until a later cell time. In such cases, we say that output blocking has occurred since the transfer of a cell bound to an output blocks other cells bound for the same output. Similar to input blocking, in output blocking the time when a cell will be delivered to its output can also be unpredictable.

**Example 21.10 Unpredictable delay due to input blocking and output blocking.**

Consider the set of input cells in VOQs shown in Example 21.8. Assume that all the cells arrived at their VOQs at the same time. At the end of round 1, input port $B$ is able to transfer its cell bound for output port 4. Note that port $B$ contains other cells bound for ports 1 and 3, which are blocked as it is serving the cell for port 4. These cells are transmitted later in round 2 and round 4. Even though all the cells arrived at the same time, the cell for port 4 did not experience any delay, but the cells for ports 1 and 3 were delayed by one time slot and three time slots, respectively.

For output blocking, consider the cells bound for port 4 at input ports $B$, $C$, and $D$. In round 1, port $B$ is allowed to transmit to port 4 while ports $C$ and $D$ were blocked since the output can serve only one input port in a time slot. Port $C$ gets a chance to transmit in round 2, thus experiencing a delay of one time slot. In round 3, port $D$ sends its cell to port 4, and hence the delay is two time slots. As you can see, the delay is unpredictable in both cases and to a large extent depends on the cells in other VOQs and the scheduling algorithm.

Two techniques to control the delay a packet experiences through the crossbar switch have been described in [459]. The first technique is to segregate packets into different priority classes based on the delay requirements. Higher-priority packets that belong to delay-sensitive traffic are given preferential treatment access to the switch. While prioritization does not eliminate input and output blocking, it mitigates the delay experienced when higher-priority packets are affected by lower-priority packets. Results [459] indicate that if the traffic in the higher-priority class is kept relatively small, the delay is close to zero. Therefore, the high priority cells will be transferred to the output port with a fixed but negligible delay. Scheduling of higher-priority cells ahead of lower-priority cells can be incorporated as described in Section 21.9.4.

The second technique is to run the switch faster than the external input and output links (as described in Section 21.8). For instance, when the switch is run $S$ times as fast as the external line, $S$ cells can be transferred from each input port to each output port during each time slot. Such a speedup delivers more cells per time slot and, hence, reduces the delay of each cell through the switch. In an ideal case, every input cell can be transferred to its output port immediately upon arrival when the switch runs with sufficient speedup. The worst-case scenario is when all input ports need to transmit cells to the same output port, which requires a speedup of $N$, in theory. As shown in Section 21.8, this is impractical.

**21.11 Scaling Switches to a Large Number of Ports**

As the Internet traffic enjoys tremendous growth, network operators require routers that are capable of moving more than a few terabits per second of traffic. Since most of the traffic
passing through the router has to traverse the internal switched backplane, there is a need for large-capacity switches. Unfortunately, the switched backplanes that we studied so far cannot scale to large capacity to satisfy current and expected future routing demands. As a result, a number of routers are interconnected with numerous links in a cluster-like form as shown in Figure 21.23(a). In these architectures, routers need to employ expensive line cards to connect links to other routers in the cluster. These links carry intracluster traffic rather than the revenue-generating user traffic. Thus, it has been proposed that such router clusters be replaced by a single scalable router (see Figure 21.23(b)). Such large routers are advantageous as they save the cost of numerous line cards and expensive links. Furthermore, there will be fewer such routers that need to be configured and managed.

A key requirement for such a router is the support for a large number of line cards. This is required since the router needs many links to connect access routers, PoPs, and WAN. Hence, the internal switched backplane needs to support a large number of ports. Another key requirement is the need to accommodate high-speed links as their bit rates can be as high as 40 Gbps because of recent advances in optical technologies. As a result, the backplanes need to scale in two orthogonal dimensions: number of ports and link speed. In the next few sections, we discuss switching architectures that scale to a larger number of ports. In Section 21.14, we examine in detail how switches can be scaled for higher link speeds.

21.12 Clos Networks

A single-stage network like a crossbar can be scaled to a larger number of ports using a naive approach. Simply build a larger crossbar by interconnecting smaller crossbar chips. However, the cost of the crosspoints still increases quadratically. In such a composite switch, other dominant costs include the cost of the pins and the number of links connecting these chips. Hence, these switches tend to be expensive for a large number of ports. Furthermore, a crosspoint failure isolates an input from the output, making it less robust for failure.

Clos [146] described a method to reduce the number of crosspoints, in addition to providing more than one path between input and output ports, using multistage switching techniques. A Clos (pronounced as “Close”) network is a three-stage network constructed by using smaller crossbar switches as shown in Figure 21.24. Since the number of inputs and outputs is the same in the Clos network shown in Figure 21.24, it is sometimes referred to as a symmetric Clos network. The first stage divides the inputs into smaller groups of $n$ each and
switches each group to the middle stage. It uses a simple crossbar switch of type $n \times m$ for each group. Assuming there are $r$ groups, then $r$ such switches are needed for the first stage. The middle stage uses $m$ switches of type $r \times r$, and each switch has one input link from every switch in the first stage in order. In other words, output $j$ of switch $i$ in the first stage is connected to input $i$ of switch $j$ in the middle stage. Similarly, each output link of a middle stage switch is connected to one input link of a switch in the final stage, again in order. The final stage involves $r$ switches of type $m \times n$ connecting all $m$ middle switches to its outputs. As a result, there exists $m$ distinct paths for a given pair of input and output ports through the Clos network.

Often, such a Clos network is referred to by a triple $(m, n, r)$, where $m$ represents the number of switches in the middle stage, $n$ denotes the number of input (output) ports on each input (output) switch, and $r$ is the number of input or output switches. For a router that switches packets from $N$ input line cards to $N$ output line cards, we need a $(m, n, \lceil N/n \rceil)$ Clos network. A Clos network need not be restricted to only three stages. Clos networks with an odd number of stages more than three can be recursively constructed by replacing the switches in the middle stage with a three-stage Clos network.

Recall that a switch is nonblocking if there is no configuration of connections that can prevent the addition of a new connection between an idle input $i$ and an idle output $o$. Now the question is, can a Clos network be nonblocking? It might appear that perhaps it is not nonblocking as an input switch has at most $m$ connections to the middle stage and each middle stage switch has at most one connection to an output switch. This might be true for small values of $m$ where an input switch $I$ might not be able to find a path to a middle switch with a free link to an output switch $O$.

However, Clos showed that when $m \geq 2n - 1$, the resulting Clos network is nonblocking. The proof for Clos’s observation is relatively simple. Consider a scenario where an input port $i$ that has been idle so far wants to transmit to an idle output port $o$. Assume that $i$ belongs to input switch $P$ and $o$ to output switch $Q$. If $P$ is an $n \times m$ switch, in the worst case, at most
$n - 1$ of its inputs can be busy. These inputs can be switched to at most $n - 1$ switches in the middle stage. Similarly, if $Q$ is an $m \times n$ switch, at most $n - 1$ outputs can be busy and these outputs are fed from at most $n - 1$ middle-stage switches.

We can assume, without loss of generality, that the connections from switch $P$ use the first $n - 1$ middle switches and the connections to switch $Q$ use the last $n - 1$ middle switches. This scenario is depicted in Figure 21.25. To connect $i$ to $o$, a middle switch not used by both $P$ and $Q$ is required. Since $n - 1$ middle switches are used by $P$ and different $n - 1$ middle switches are used by $Q$, there must be at least $2n - 1$ middle switches for a switch to be available for communication between $i$ and $o$.

Note that there is an implicit assumption that switches $P$ and $Q$ are crossbars or other nonblocking switches. This implies that switch $P$ always finds a path to connect $i$ to the corresponding input link of the middle switch $R$ and, similarly, switch $Q$ finds a path to connect to the corresponding output link of $R$ to $o$.

Clos’ result is interesting since it showed, for the first time, that nonblocking switches can be constructed with less than quadratic complexity. If $m = 2n - 1$ and $r = N/n$, then the total number of crosspoints of a Clos switch is

$$(2n - 1) \times N + (2n - 1) \times N/n^2 + (2n - 1) \times N,$$
which is less than $N^2$. The number of crosspoints is minimized when $n = \sqrt{N}/2$ and it is approximately equal to $5.76N\sqrt{N}$. For instance, if $N = 1024$, then the total number of crosspoints for a crossbar is approximately a million. For a nonblocking Clos switch, the number of crosspoints is approximately 190,000, which represents a savings of 81%. However, this benefit of reduced crosspoints is achieved at the expense of increasing the latency (two additional stages of switching), but typically this is acceptable.

For instance, consider the design of a multichassis router where individual routers are connected by high-speed switching fabric.

While nonblocking Clos networks are clearly desirable, they come at a cost. Can we do better? By reducing the number of middle switches, the cost of the switch can be further reduced. However, in this case, the Clos network is no longer nonblocking. Instead, when $m = n$, the Clos switch becomes what is called rearrangeably nonblocking. A switch is rearrangeably nonblocking when a new connection from input $i$ to an unconnected output $o$ may require rearranging some existing connections to use different middle-stage switches. While a nonblocking network might be desirable, it is not necessary for a router. Let us examine why.

Looking at a bit of history, the Clos networks were originally used in telephone networks that are circuit switched. In these networks, a circuit is established before the actual conversation takes place. During the establishment of a circuit, a path is chosen through the Clos network and held for the entire duration of the conversation, which could be seconds or even minutes. However, routers use the Clos network to move packets between the line cards. The packets are often further divided into fixed-sized cells (typically between 40 and 64 bytes) and transferred from their input ports to output ports for every time slot, as long as a path can be established in the switch. Unlike circuit-switched networks, a path from input $i$ to output $o$ is held only during the duration of a time slot (which is extremely small—on the order of nanosec or picosec) and freed at the end of the time slot. Again, at the beginning of the next time slot, a new set of paths between input and output ports is established, cells are transferred, and so on. This approximately achieves the same effect of rearranging circuits in a circuit-switched network.

### 21.12.1 Complexity of Scheduling Algorithms

With a rearrangeably nonblocking Clos switch, the scheduling becomes more complex. To schedule cells from input ports to output ports, it is necessary to address two issues. First, an input-buffered Clos switch, like crossbar, will suffer from HOL blocking. To avoid HOL blocking, each input port maintains a separate queue for each output port in such a way that cells in a VOQ do not block cells in any other VOQ except when contending for an input port. Hence, a scheduling algorithm is required to determine a set of nonconflicting cells from $N^2$ input queues to be transferred to $N$ output ports. This is similar to the bipartite graph matching discussed in Section 21.9.1, where input ports form one set of nodes and the output ports form another set of nodes. Some algorithms that find fast maximal matches are discussed in the context of scheduling crossbar switches in Sections 21.9.2 and 21.9.3.

Second, given a maximal match of input and output ports, we need to identify internally conflict-free paths connecting an input port to an output port through the middle-stage switches. Such a route assignment can be mapped onto an edge-coloring problem in a bipartite multigraph. Note that this bipartite multigraph is different from the bipartite graph
used for matching input and output ports. In this bipartite multigraph, the input switches are mapped to one set of nodes $I$ and the output switches to the other set of nodes $O$. The edges in the bipartite multigraph represent the routes needed through the middle switches between a node in $I$ and a node in $O$. There can be more than one edge connecting a node in $I$ to a node in $O$ and hence it is a multigraph.

If a unique color is assigned to represent each middle switch, the assignment of the routes is equivalent to coloring the edges of the bipartite multigraph such that no two edges coming out of a node have the same color. Well, what does this mean, intuitively? Coloring of the edges represents the use of a distinct middle switch to connect one input switch to an output switch. Recall that in a Clos network each middle switch has a single link to one input switch and output switch. If two paths are needed for the same pair of input and output switches, then it requires the use of two different middle switches. This is reflected by the constraint that no edges incident on the same node should be of the same color. The following example will provide a better understanding of this.

**Example 21.11** *Scheduling in a three-stage Clos switch.*

Consider the three-stage Clos switch illustrated in Figure 21.26 with four middle-stage switches. For the sake of discussion, assume a matching algorithm based on cells waiting in VOQs identifying the pairs $(A, 3), (B, 6), (C, 1), (D, 7), (E, 2), (F, 4), (G, 5)$, and $(H, 8)$ of input and output ports as the maximal match. This maximal match is shown as a bipartite graph in Figure 21.27(a).

With these pairings, we can identify the number of paths needed from an input switch $i$ to an output switch $j$. For instance, consider pairs $(A, 3)$ and $(C, 1)$. These require two paths connecting switch IS1 and switch OS1. For all the pairs, the paths required are represented as a switch bipartite multigraph shown in Figure 21.27(b). Now if each of the four middle
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FIGURE 21.27 Route assignment (a) and edge coloring for scheduling (b, c) in a Clos network.

switches is assigned a distinct color, the edges of the switch bipartite graph should be colored such that no two edges incident on the same node are assigned the same color. A possible color assignment is shown in Figure 21.27(c). In Figure 21.27(c), instead of colors, we use different line shades to illustrate edges with colors.

Thus, the scheduling algorithm must not only compute the maximal match of the input and output ports but also the path through the middle stage. Hence, the time required for the scheduler to make a decision becomes longer as the fast known edge-coloring algorithm takes $O(N \log D)$, where $D$ is number of distinct colors. Therefore, with the increase in switch size (number of ports) and port speed, the time available for the scheduler decreases even further. As a result, some implementations instead of using slow edge-coloring schemes resort to approximate algorithms that distribute the traffic from each input across the middle switches using some form of load balancing. Recently, a class of algorithms that solves matching and the computation of paths simultaneously has been outlined [122], [123], [125].

An example of a commercial router using the Clos network is the T-series from Juniper Networks. It uses a Juniper-designed $16 \times 16$ crossbar chip as the building block for all stages of the Clos network [631]. The Clos network also provides the interconnection between line cards in a multichassis T-series router where up to 16 single-chassis routers are connected by a separate switch chassis.

There is another network type, called the Beneš (pronounced as “Be’nesh”) network, that is very similar to the Clos network; Recall that that each switch at input in Clos networks is an $n \times m$ switch, where $n$ is the outer ports while $m$ is the inner ports, and in the inner core is an $r \times r$ switch. If we now set $n = m = 2$, and $r = n/2 = 1$, we have four switches where each one has two input and two output ports, i.e., a $2 \times 2$ fabric serves as the basis—this building block is recursively used in constructing the Beneš network. An example of a commercial router that has implemented the Beneš network is the CRS-1 routers from Cisco systems [140].

21.13 Torus Networks

So far, many of the switch architectures we examined use some form of centralized control for scheduling cells in every time slot. With the increase in line rates of the links and the need
for large number of ports, the switching backplanes in routers need to scale to bandwidths more than 1 Tbps. Such a large bandwidth requires the centralized scheduling algorithm to operate at high speeds and still find pairs of inputs and outputs that maximize the number of cells transferred. Since the currently used matching algorithms already trade accuracy for time, a further increase in speed could reduce accuracy and in turn affect the throughput of the backplane. A torus network provides an alternative that does not employ any centralized control. It belongs to a class of networks called direct networks where each node serves as an input port, output port, and a switching node of the network.

A $k_1 \times k_2 \times \cdots \times k_n$ torus network contains $N = k_1 \times k_2 \times \cdots \times k_n$ nodes placed in an $n$-dimensional grid with $k_i$ nodes in each row of dimension $i$. Each node is assigned an $n$-digit address $(a_1, a_2, \ldots, a_n)$ where a digit at position $i$ corresponds to dimension $i$. The digit at position $i$ uses the radix of the corresponding dimension, $k_i$. The nodes are connected by a pair of channels, one in each direction, to all nodes whose addresses differ by $\pm 1 \mod k_j$ in exactly one address digit $j$. Hence, each node requires two channels per dimension for a total of $2nN$ channels. In a torus, there are many distinct paths between every pair of nodes. For instance, in an $8 \times 8 \times 8$ torus network, the packet can choose between 90 different 6-hop paths from the source node to the destination node. By dividing the traffic over these paths, the load can be balanced across the channels, even for irregular traffic patterns. This enables the torus to be fault tolerant. By quickly reconfiguring around faulty channels, the traffic can be routed along alternative paths.

A $4 \times 4$ torus network is shown in Figure 21.28. Each node of the network uses a two-digit address and both the digits use a radix of 4. Observe that the neighbors of the node whose address is 11 are the nodes with addresses 01, 12, 21, and 10, all of which differ by a single digit $\pm 1$. Figure 21.28 also shows two distinct paths by which packets from node 11 can be sent to node 23, which are indicated by thick black lines. One path uses the intermediate nodes 12 and 13 while the other uses the intermediate nodes 21 and 22.

In torus networks, routing packets from one node to another node need to load balance the traffic across multiple paths for any traffic pattern. Otherwise, using a single path could lead to overloaded processing of the intermediate nodes, which might result in delay and eventually dropping of packets. To achieve load balancing, the following randomized algorithm described in [708] might be used. A packet from source node $s$ to destination node $d$ is first sent from $s$ to a random intermediate node $r$ and then from $r$ to $d$. For instance, in Figure 21.29, we show how a packet is to be delivered from node $s = 11$ to node $d = 23$ in a $4 \times 4$ torus network. It is routed via a randomly selected node 32.

How do we find the route from node 11 to node 32 and then from node 32 to node 23? Recall that adjacent nodes in a torus network differ by one digit in their address. This property can be exploited to direct routing [676]. At every intermediate node, the destination address is used to determine the dimension and the direction the packet should take for the next hop. This is referred to as dimension-order routing [163]. Alternatively, the source node itself computes the route and prepends the packet with the route information, which is known as source routing.

The torus network has been adopted in the Avici terabit switching router (TSR) [161]. It uses a three-dimensional torus topology $k_x \times k_y \times k_z$ that can be scaled to a maximum configuration of $14 \times 8 \times 5$ (560 nodes). Each line card carries one node of the torus and is assigned a three-coordinate address $(x, y, z)$. Each node is connected using bidirectional
FIGURE 21.28 A 4 × 4 torus network.

FIGURE 21.29 Routing in a 4 × 4 torus network.

channels to six neighbors with the addresses \([(x \pm 1) \mod k_x, (y \pm 1) \mod k_y, (z \pm 1) \mod k_z]\).

Each of these channels provides a bandwidth of 10 Gbps in both directions.

The Avici TSR, unlike other router architectures that have dedicated switching fabrics, distributes the switching task to each node in the network. Hence, each line card should handle its own incoming and outgoing traffic in addition to the traffic from other line cards.
that pass by it. Therefore, all the active components related to fabric are carried on the line
card. This allows the TSR to expand incrementally starting with a few line cards; as traffic
grows, more line cards can be added, as needed. Also, line cards can be added or removed
while the router is in operation without affecting the forwarding of packets in other line cards.

Such flexibility can lead to partial torus networks because the router is not completely
populated with all the line cards. Even a fully populated router can lead to irregular torus
topologies because some line cards might have failed. To facilitate routing of packets in the
fabric, even in such scenarios, the TSR uses source routing. The exact route for a packet
through the fabric is determined by the sending line card or the source. This routing informa-
tion is expressed in the form of a string such as $+x, +y, -z, -y, -x$. Each route entry specifies
a single hop of the route from the source line card to the destination line card. For instance,
$+x$ means that for the corresponding hop the packet should be forwarded in the positive $x$
direction.

The routes between any source line card $s$ and any destination line card $d$ are computed
depending on the current and possibly irregular topology in a software process that popu-
lates a table in hardware. Whenever a source line card needs to send a packet to a destination
line card, it consults the table and appends the route information to the packet header. This
route is used at every hop to determine the next line card to which the packet needs to be
forwarded.

As noted earlier, the torus fabric provides many different paths for packets from one line
card to another line card. To accommodate various IP traffic patterns, without overloading
any of its internal fabric channels, the TSR balances the load by distributing packets across
different routes. Each packet bound from a source line card $s$ randomly chooses one of the
routes to the destination line card $d$. Since packets belonging to the same flow should be kept
in order, a flow identifier is used in the random selection of a route. This ensures that all the
packets in the same flow use the same route.

### 21.13.1 Packaging Using Short Wires

Another advantage of torus networks is the ability to package it using short wires for con-
necting nodes [161]. Why is this considered significant? Intuitively, the longer the wire is, the
longer it takes for the signal to propagate, which causes increased delay. Furthermore, the
bandwidth (bit rate) is inversely proportional to the square of the wire length [162]. For in-
stance, when the wire length is doubled, the bandwidth decreases by a factor of 4. However,
Clos and Beneš networks need to use longer wires for connections between stages. Hence,
they have to operate at low bit rates or use more expensive signaling to compensate for the
distance limitation of electrical signaling. Now let us see how a torus network uses short
wires.

Figure 21.30(a) shows a one-dimensional torus network containing four nodes. As can
be seen, the one-dimensional torus network is nothing but a ring that requires shorter wires
to connect the nodes, except for the connection between the first node 0 and the last node 3,
which requires a longer wire. A natural question is why a a shorter wire cannot be used to
connect node 0 and node 3. Such an approach, while simple, restricts the placement of nodes
in a higher-dimensional torus network. Hence, instead of reducing the wire length, the nodes
can be placed at equal distances from each other over the entire length of the wire as shown
in Figure 21.30(b). In this approach, the length between nodes 1 and 2 might have doubled, but all the connections between the nodes have the same length and there is no longer wire. This approach can be easily extended for use in a higher-dimensional torus network. A 4 × 4 torus network can be easily packaged with uniformly short wires as shown in Figure 21.31.

21.14 Scaling Switches for High-Speed Links

So far, we have studied fabrics that scale in the number of ports. With advances in optical technologies physical network links connecting to the router can be as fast as 10 Gbps. It is anticipated that the link speeds can become as fast as 40 Gbps. Such an increase in the link rate places more of a burden on the switches to transfer more data per second between the line cards. In this section, we outline various techniques on how switches can be scaled to accommodate higher link speeds.
21.14 Scaling Switches for High-Speed Links

21.14.1 Bit Slicing

Rather than a single, monolithic fabric, bit slicing utilizes \( k \) parallel, individual fabrics referred to as fabric planes. The bit-slicing technique is shown in Figure 21.32. Here each cell of width \( C \) bits is placed across \( k \) identical planes and each plane carries a slice of size \( C/k \) bits. A centralized scheduler ensures that all the switches are set to the same configuration during each time slot. These slices carried by each plane need to be reassembled at the output port to restore the original cell. This implies that the reassembly logic needs to operate at the same speed as the fabrics.

Example 21.12 Transferring cells using bit slicing.

For the sake of discussion, assume a switch fabric with eight fabric planes containing three input ports, referred to as \( A \), \( B \), and \( C \), and three output ports referred to as \( 1 \), \( 2 \), and \( 3 \). With a cell size of 8 bits, each bit can be transferred by a fabric plane. Also, assume that each fabric plane is a crossbar and the scheduler uses one of the algorithms, such as PIM or iSLIP. Based on the cells waiting in the VOQs, let us assume for the current time slot that the scheduler decides to pair port \( A \) with port \( 2 \), port \( B \) with port \( 3 \) and port \( C \) with port \( 1 \). Subsequently, it turns the crosspoints \((A, 2)\), \((B, 3)\), and \((C, 1)\) in each of the fabric plane. The cells at ports \( A \), \( B \), and \( C \) to be transferred are sliced into individual bits and each bit is transferred to a separate plane. Upon their arrival at the output ports, these bits are assembled to restore the original cell. Note that each bit of the three cells is transferred simultaneously in each fabric plane.

21.14.2 Time Slicing

A different approach is to transfer an entire cell in a single fabric plane within a time slot. The line card distributes the incoming cells evenly across all the fabric planes. At the beginning of time slot \( i \), the scheduler makes the decision for fabric plane \( i \) to transfer the cells. Thus, the scheduler works in turn on each of the \( k \) fabric planes in a round-robin fashion and it takes \( k \) time slots to transfer \( k \) cells. Observe that in a given time slot only one of the fabric

---

**Figure 21.32** Bit slicing using \( k \) identical switching planes and central scheduler.
FIGURE 21.33 Time slicing with \( k \) identical switching planes and a central scheduler.

planes is actively transferring a cell. This approach is known as time slicing and is shown in Figure 21.33.

Example 21.13 Transferring cells using time slicing.

Assume that the switch fabric is similar to the one described in Example 21.12 except that the number of fabric planes is three. To simplify the discussion, assume that each input port has three cells. Port \( A \) has cells to ports \( 2, 3, \) and \( 1 \) in that order. Similarly, port \( B \) needs to transfer cells to ports \( 3, 1, \) and \( 2 \) and port \( C \) to ports \( 1, 2, \) and \( 3 \). In the first time slot, the scheduler chooses fabric plane 1 and connects port \( A \) to port 2, port \( B \) to port 3, and port \( C \) to port 1 and turns those crosspoints to enable the transfers. Similarly, in the next time slot, fabric plane 2 is arranged in such a way that port \( A \) is connected to port 3, port \( B \) to port 1, and port \( C \) to port 3. Finally, in the third time slot, fabric plane 3 carries the rest of the cells to their output ports.

While bit slicing and time slicing provide simple ways to scale the switch to faster link rates, both have the disadvantage of a centralized scheduler. The design of the scheduler becomes challenging when the link rate increases as it has to operate at high speeds. Furthermore, the failure of the scheduler renders all the fabric planes nonoperable, which implies the failure of the router. Clearly, this is not desirable.

21.14.3 Distributed Scheduling

In commercial routers, a variation of the time-sliced approach is adapted. In this approach, shown in Figure 21.34, each fabric plane has its own scheduler and, hence, operates independently. Therefore, many cell transfers occur simultaneously across the fabric planes. This approach is advantageous since the scheduler design becomes simpler as it needs to operate at lower speeds when compared to approaches using a centralized scheduler. The failure of a scheduler affects only one fabric plane, and the other fabric planes can still continue forwarding cells.
21.15 Conclusions

A shared bus is a simple way to interconnect line cards. Because of their simplicity and low cost, many low-end enterprise routers from various vendors use a shared bus. These routers typically provide a throughput ranging between 1 and 2 Gbps. However, the shared bus limits throughput and, hence, it is not used in medium-sized routers that need to provide a throughput of 40 Gbps. Shared memory switches provide an attractive alternative for medium-sized routers, but the memory bandwidth limits its throughput. Instead, crossbar switches are used, which allow transfer of traffic between multiple line cards simultaneously. The limiting factors in a crossbar are the HOL blocking and the scheduling speed.

HOL blocking can be eliminated using VOQs but requires $N^2$ VOQs for $N$ ports. When the number of ports increases, the scheduling speed needs to increase so that it is fast enough to pair input ports to output ports. Hence, the design of such schedulers becomes complex. Furthermore, the number of crosspoints grows with $N^2$, which increases the complexity of implementation. Hence, the crossbar is the switch topology of choice for routers with a low to modest number of ports (up to about 64).

To scale switches to ports greater than 64, multistage switches are more appropriate as they have reduced crosspoint complexity. The three-stage Clos network with a crosspoint complexity of $O(N\sqrt{N})$ provides multiple paths from the input to output port. Typically, in routers, Clos networks are used in a rearrangeably nonblocking configuration and the sched-
ulator ensures that the path exists in the switch when inputs and outputs are paired. Clos networks can scale as many as 256 to ports.

Unlike the aforementioned switches, torus networks do not employ a centralized scheduler. This eliminates the bottleneck of scheduling and the switch can scale to a large number of ports. Each node using a small routing table routes the packets from the source node in the torus network to a destination node by choosing a random intermediate node. These switches can scale as many as 512 ports.

21.16 Summary

In this chapter, we studied different type of backplanes that facilitate the movement of packets from one line card to another line card in a router. At a very high level such switches can be broadly categorized as shared backplanes or switched backplanes. At any given instant, a shared backplane transfers packets between any two line cards and hence the throughput is limited. However, a switched backplane transfers multiple packets simultaneously. In switched backplane, we started our discussion with single-stage fabrics—shared memory and crossbar. We examined in detail the scheduling algorithms for crossbar such as take-a-ticket, PIM and iSLIP and analyzed their pros and cons.

We then studied the need to scale switches along two different dimensions: number of ports and link speed. This is followed by a detailed discussion about various types of multistage switching fabrics, CLOS and Beneš, and the complexity of scheduling algorithms in these switches. We then examined the architecture of a torus network that belongs to a class of direct networks. Finally, we explained various techniques about how to scale switches for higher link speeds.

Further Lookup

Excellent treatises on switching can be found in [124], [163], [191], and [548]. In the context of routing, a separate chapter is devoted to switches in Varghese’s book [712]. Keshav [365] provides a nice introductory discussion about circuit and packet switches. Excellent surveys about switching are also available [4], [41], [172], [333], [534], [699]. A more recent survey of architectural choices for switches can be found in [705].

Prototypes of shared memory switch designs have also been described in [154], [175], [199], and [346]. A scalable memory switch using inexpensive DRAMs that emulates an output queueing switch has been presented in [332]. A recent study [342] outlines techniques for scaling the memory bandwidth of network buffers.

Karol et al. [352] showed that HOL blocking results in reduced throughput. Various techniques for reducing HOL blocking have been described [299], [351]. The idea of output queueing to eliminate HOL blocking was outlined in the knockout switch implementation [755]. VOQs were proposed in [682]. A PIM scheduling algorithm for a crossbar was discussed in [15], iSLIP in [458], and wavefront arbiter in [132] and [681]. In addition, a variety of scheduling algorithms have been proposed [9], [394], [433], [482], [483]. For excellent coverage on gigabit switching, see [547].

Clos published his seminal paper [146] on nonblocking networks that introduced the idea of Clos networks. Furthermore, it derived the conditions under which these networks are
strictly nonblocking. It was then discovered [70], [192], [647] that much smaller Clos networks were rearrangeably nonblocking. There has only been a few attempts to find good matching schemes for three-stage Clos networks. A random dispatching scheme that evenly distributes cell traffic to the second stage is given in [117] and [134]. Newer fast matching algorithms for Clos networks have been outlined [122], [123], [125]. Fast edge coloring algorithms are described in [147], [148].

Beneš networks [70] were first introduced in Beneš’ classic book [71]. Torus networks have been used in some of the earliest parallel computers [56], [648]. A randomized routing algorithm in switches was first described in [708]. A high-level overview of switches used in commercial routers can be found in [121], [140], [161], and [631]. A comprehensive discussion of telephone switching can be found in [697].

Exercises

21.1. Enumerate different types of backplanes and explain the advantages and disadvantages of each of them.

21.2. What are the disadvantages of a crossbar?

21.3. What is HOL blocking? How can you prevent it?

21.4. Explain a shared memory switch and why it is difficult to scale such switches to higher capacity.

21.5. What are the differences between the Clos network and the Beneš network?

21.6. What is the main difference between torus network and crossbar?

21.7. You are given the task of designing a router with 8 line cards. Each line card is capable of operating at 1 Gbps. If you were to use a shared bus using an internal clock rate of 100 MHz, what should be the width of the bus? If the electrical loading on the bus is 0.6, what should be the width of the bus?

21.8. A router needs to be designed using a shared memory switch with 8 line cards. Each line card is capable of 10 Gbps. The minimum size of the packet is 64 bytes. Assuming an interleaved memory design is used, how many memory banks will be required if the memory access time is 40 nanosec?

21.9. Consider a $3 \times 3$ crossbar shown in Figure 21.35. Each of input ports have cells 1, 3 and 2 destined for the respective output ports. How many time slots will be required to transfer all the cells using take-a-ticket scheduler scheme?

21.10. Consider a $3 \times 3$ crossbar shown in Figure 21.35. Can you provide an example stream of cells for each input where head of line blocking yields the lowest throughput?

21.11. For the crossbar shown in Figure 21.35, assume that the input port has the following cells. Port A—1, 2, 3, 1 Port B—1, 3, 2, 1 Port C—2, 3, 3, 2.

How many time slots will be required to transfer the cells to output ports using one iteration PIM and two iteration PIM? What is the switch throughput in both the cases?
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21.12. For the crossbar shown in Figure 21.35, assume that the input port has the following cells. Port A—1, 3, 2, 1 Port B—2, 1, 2, 2 Port C—2, 3, 3, 2.

How many time slots will be required to transfer the cells to the output ports using one iteration iSLIP and two iteration iSLIP? What is the switch throughput in both the cases?

21.13. For the crossbar shown in Figure 21.35, assume that the input port has the following cells. Port A—1, 1, 1, 1 Port B—2, 2, 2, 2 Port C—3, 3, 3, 3.

How many time slots will be required to transfer the cells to the output ports using take-a-ticket scheduler? one iteration PIM and one iteration iSLIP? What do you observe?

21.14. Design an 8 × 8 three-stage Clos switch. Under what conditions will this be a non-blocking switch?

21.15. For a nonblocking 8 × 8 Clos switch, how many crosspoints will be required? If the switch is rearrangably nonblocking, how many crosspoints will be required? Do you see any saving in the number of crosspoints? If there are any, how much do you save?

21.16. Design an $n = 2, m = 3, r = 4$ Clos network.

**Figure 21.35** A 3 × 3 crossbar.
22
Packet Queueing and Scheduling

We dance round in a ring and suppose,
But the Secret sits in the middle and knows.

Robert Frost

Reading Guideline

In this chapter, we present handling of packets by the queue manager at a router for queueing and scheduling. While this chapter can be read independently, the background on router architectures presented in Chapter 14 is useful in understanding why packet queueing and scheduling is important.

D. Medhi and K. Ramasamy, Network Routing: Algorithms, Protocols, and Architectures. © 2007 by Elsevier, Inc. All rights reserved.
A critical function of a router is to handle queueing of arriving packets and then schedule them on an outgoing interface. This is essentially the job of the “queue manager” at a router, as shown earlier in several figures in Chapter 14. An important requirement is that these functions must be efficient so that a packet leaves a router extremely quickly while giving priority to certain packet types as and when needed. However, in case of heavy traffic, a router might receive many packets almost instantaneously from active microflows, which are then queued in a buffer. Since a buffer is of finite size, it is quite possible that it becomes full—in this case, some packets are to be dropped. The question then is: what rules or policies are to be used for selecting packets to be dropped? The decision on dropping packet is, in fact, dictated to some extent by whether this is desirable from the point of view of an end-to-end delivery to end hosts. Since most microflows going through a router are TCP-based, it is important to understand the basics of TCP congestion control mechanisms to fully comprehend why a particular packet-dropping policy might be better or worse.

In this chapter, we discuss queueing and scheduling issues and algorithms for processing packets, including any priority considerations. In addition, we present an overview of TCP congestion control mechanisms, and a variety of packet-dropping or discarding policies. From a queue manager point of view, when a packet arrives, it is ready to schedule it using one of possible schemes, unless it is to be dropped, for example, due to congestion—and to do this all in an efficient manner.

22.1 Packet Scheduling

There are many possible queueing disciplines for packet scheduling. There are, however, two important issues to consider about a queueing discipline: (1) its performance in terms of bounded delay, and (2) whether it can be implemented efficiently. An additional issue is when there are different traffic classes that require different delay guarantees and, possibly, bandwidth guarantees. In this section, we present several mechanisms and discuss their strengths and weaknesses.

22.1.1 First-In, First-Out Queueing

The idea of first-in, first-out (FIFO) queueing is simple. The first packet that arrives at the router is the first one to be transmitted. Note that FIFO queueing is also referred to as first-come, first-served (FCFS) queueing. FIFO, being the simplest, is easy to implement and presents a low system overhead for software-based routers. The advantage of a FIFO queue is that it provides a predictable delay that packets can experience as they pass through the router. If $c$ is the link speed and $B$ is the maximum buffer size, then the delay bound, $D$, can be calculated as follows:

$$D \leq \frac{B}{c}.$$

The major limitation of FIFO queueing is its inability to discriminate packets based on service class. For instance, a single flow that has bursty arrival can monopolize the entire buffer space of the queue causing all other flows to be denied service until after the burst is serviced. Thus, this form of queueing is used as the default for an output link in a router in the absence of any other queueing discipline.
22.1.2 Priority Queueing

The basic idea behind priority queueing is to classify the packets for various traffic streams arriving at the input link into one or more priority classes as shown in Figure 22.1. This functionality is needed, for example, for the differentiated services architecture. Traffic streams are also referred as flows, which identify a stream of packets that have certain common parameters and have well-defined priority. For example, common parameters could be the destination IP address block, source IP address, or port number, and a priority could be VoIP packets. Such priority information is then communicated along the path of flow, for example, by marking differentiated services code bits (DSCP) (see Figure 1.3(a) and Figure 22.11); this is typically done closer to the origination of a flow, such as the ingress router. Thus, at an intermediate router, the DSCP bits would serve as the indicator on whether a packet is to be prioritized and the router then associates a queue with each priority class and places the classified packets in the appropriate queues. When choosing a packet to transmit, the router will select the highest priority queue that has a nonempty queue before moving on to the next priority queue. Within each priority class, packets are still scheduled in FIFO order.

The main advantage of priority queueing is the segregation of traffic into different classes, and then one class of traffic is served differently from other classes of traffic. Such segregation allows for the preferential treatment of real-time traffic such as VoIP and interactive video (that are assigned higher priority) over non–real-time traffic such as ftp traffic. A difficulty with the priority queueing discipline is that it does not make any guarantees for a particular priority class. It just allows high-priority packets to cut to the front of the line. Furthermore, since it always processes a higher-priority queue before a lower-priority one, it is possible for a high-priority queue to cause packets in a lower-priority queue to be delayed or dropped if the high-priority queue is receiving a constant stream of packets. This essentially leads to bandwidth starvation for lower-priority traffic. To make it feasible, some form of hard limit needs to be imposed on how much higher-priority traffic is inserted in the queue. Thus, to provide flexibility of choice, priority queueing that operates in one of the two modes, strict priority queueing and rate-controlled priority queueing, are popular. We discuss them below.

**Strict Priority Queueing**

This is the mode in which the traffic in higher-priority queues is always scheduled ahead of the traffic in the lower-priority queues—which is discussed above. We know from the above discussion that this could lead to bandwidth starvation for lower-priority traffic when

![Figure 22.1: Priority queueing.](image-url)
there is an excessive amount of high-priority traffic. However, there are situations in which it is desirable to support strict priority queueing. Consider the scenario in which a service provider, in order to carry VoIP traffic, might have to comply with certain regulations. For example, such a regulation might be that no VoIP traffic should be dropped no matter how congested the network might be. Such a regulation can be supported by using strict priority queueing in which VoIP traffic is placed in a high-priority queue without any limitation on the bandwidth consumed.

Another scenario in which strict priority queueing is used is to protect and prioritize packets that carry routing update information for routing protocols during periods of congestion. Such prioritization is needed to stabilize the route tables when, for example, a topology change occurs.

**Rate-Controlled Priority Queueing**

Unlike strict priority queueing, rate-controlled priority queueing limits the amount of high-priority traffic so that lower-priority traffic can be scheduled. In other words, rate-controlled priority queueing schedules packets from higher-priority queues before packets from lower-priority queues as long as the amount of traffic in the higher-priority queue stays below a certain threshold.

Suppose that a higher-priority queue is rate limited to 25% of the outgoing link bandwidth. As long as the packets from higher-priority traffic consume less than 25% of the output link bandwidth, packets from this queue are scheduled ahead of the lower-priority queues. The moment the higher-priority traffic exceeds 25%, packets in the lower-priority queue can be scheduled ahead of the packets from the higher-priority queue.

**22.1.3 Round-Robin and Fair Queueing**

Round-robin is similar to priority queueing. It, however, handles multiple traffic classes differently in that it alternates service among different traffic classes (flows). Fair queueing is essentially a round-robin scheme, but can be best described as an approximate bit-by-bit round-robin scheme. Consider Figure 22.1 where we described priority queueing, with three different queues; fair queueing means that the scheduler takes turns in processing a packet from each queue (see also Figure 22.2).

In practice, it is not possible to implement a bit-by-bit scheme for packets arriving for different flows; instead, if there are $N$ active flows, we have to count the clock $N$ bits at a time ("N-bit clock"). Similar to priority queueing, each flow $i$ is assigned a separate queue. If $c$ is the link speed, then each flow $i$ gets a minimum fair share of $c/N$ bits per second on the output. Note that if the link is fully loaded, each queue cannot get more than $c/N$ bits per second. However, if not all flows have packets to send at a particular instant, an individual queue might get higher than $c/N$ for itself.

Suppose that the arriving time of packet $k$ for a flow is $A_k$, start time for transmission is $S_k$, and the end time is $E_k$, respectively. Then, the time needed to send packet $k$ is $E_k - S_k$, to be denoted by packet sending time $P_k$, i.e., $P_k = E_k - S_k$. We can write this as: $E_k = S_k + P_k$. We, however, need to determine the start time, $S_k$—this would be arriving time $A_k$ if there is no outstanding packet that is done sending; otherwise, the start time will need to wait until
the end time of previous packet \((k-1)\) is over. That means the start time for packet \(k\) is the maximum of \(A_k\) and \(E_{k-1}\). Thus, we can write

\[
E_k = \max\{A_k, E_{k-1}\} + P_k, \tag{22.1.2}
\]

where \(A_k\), the arrival time of packet \(k\), will be computed using the \(N\)-bit clock discussed earlier.

While the fair queueing discipline can guarantee a minimum fair share and bound on the delay for each flow, it faces a different problem from an implementation point of view. As we can see above, for a packet for each flow an end time is calculated—this packet is then added to a queue of packets that are sorted based on the end time. Thus, we face with the problem of inserting a packet into a sorted queue; for \(N\) flows, this operation, however, requires \(O(\log N)\) time with currently known best algorithms for insertion into a queue. That is, packet processing can be quite expensive if there are too many flows to handle, which is likely, especially in a high-speed core network router.

### 22.1.4 Weighted Round-Robin and Weighted Fair Queueing

Weighted round-robin (WRR) is also a scheme for handling multiple traffic classes like the round-robin scheme; rather, it is a variation of round-robin in which each traffic class can be assigned a weight. Weighted fair queueing (WFQ) is similarly a variation of fair queueing and can be described as an approximate bit-by-bit weighted round-robin scheme. It is not quite
apparent where WRR and WFQ are different; to understand their differences, we consider the following example.

**Example 22.1**  **WRR is fair for packets of fixed length and unfair for packets of variable length.**

Consider three queues Q1, Q2, and Q3 that are serviced by WRR. Assume that the output link bandwidth shared by these queues is as follows. Q1 is allowed to consume 40% of the bandwidth while the remaining 60% of the bandwidth is split equally between Q2 and Q3. If all the packets in all queues are 100 bytes, then at the end of a single service round four packets from Q1 (400 bytes), three packets from queue Q2 (300 bytes), and another three packets from queue Q3 (300 bytes) would have been transmitted. A total of 1000 bytes are transmitted, out of which 400 bytes belong to Q1, thereby receiving its allotted bandwidth of 40%. Similarly, queues Q2 and Q3 transmitted 300 bytes each, thereby receiving their allotted share of 30% each.

Now let us consider the case of packets of variable length, assuming that the WRR scheduler is configured exactly the same as in the previous case for sharing the output port bandwidth. However, the packet sizes are different for each of the queues. Let us assume the mean packet sizes for Q1, Q2, and Q3 are 100 bytes, 150 bytes, and 250 bytes, respectively. After a single round of service, Q1 would have transmitted four packets (400 bytes), Q2 would have transmitted three packets (450 bytes), and Q3 would also have transmitted three packets (750 bytes) for an aggregate total of 1600 bytes. This implies that Q1 received 25% of the bandwidth, which is less than the 40% it is expected to receive. Similarly, Q2 received 28.1%, which is less than the allotted 30%. However, Q3 received 46.9% of the bandwidth, which is greater than its share of 30%. As you can see, the queue that receives a larger mean packet size than other queues consumes more than the configured share of the output port bandwidth. ▲

Note that if packets from different queues have different sizes, the WRR scheduler divides each queue’s percentage by its mean packet size to obtain a normalized set of weights. This normalized set of weights indicates how many packets need to be transmitted from each queue in a single round of service. Using the example of packets of variable length, the normalized weights for Q1, Q2, and Q3 are 2/5, 1/5, and 3/25. Converting these weights into whole integers gives 10, 5, and 3 packets.

In general, the rate guarantees in a WFQ scheduler can be described as follows. Consider N flows where each flow i is assigned a weight \( \omega_i \). Given the outgoing link capacity to be \( c \), each flow i will receive at least the service rate \( R_i \) given by

\[
R_i = \left( \frac{\omega_i}{\sum_{n=1}^{N} \omega_n} \right) c.
\]

(22.1.3)

Since at a particular instant, only a subset of flows would be active, say \( \hat{N} \), we can replace \( N \) by \( \hat{N} \) in the above result to obtain the effective fair share. If flow i is allocated a buffer size of \( B_i \), then the delay bound, \( D_i \), for flow i can be given by

\[
D_i \leq \frac{B_i}{R_i}.
\]

(22.1.4)
22.1 Packet Scheduling

To summarize, for fixed-size data packets, WRR and WFQ can be thought of as the same and give the same fairness; however, WRR is not as fair for variable-length packets. We can see that WFQ provides nice delay bound and bandwidth guarantee for different streams; however, it suffers from processing complexity since the currently known best algorithms take $O(\log N)$ time for $N$ simultaneous flows [72], [67]. On the other hand, a round-robin approach is efficient from the processing point of view since its processing complexity is constant time, i.e., $O(1)$. Can we combine these ideas? This will be discussed in the next section. Meanwhile, for a visual comparison between FIFO, fair queueing, and WFQ for traffic streams with different priorities, refer to Figure 22.2; for simplicity of illustration, we have used fixed-size packets.

22.1.5 Deficit Round-Robin Queueing

From the above discussion, we can see that often the tussle is between bounding delay and bandwidth guarantee or reducing processing time. Usually, it is favorable to reduce processing time from the viewpoint of a router. However, for many applications, bandwidth guarantee is important—the delay bound is not as critical; furthermore, fairness as in fair queueing (or WFQ) is also desirable. Deficit round-robin (DRR) queueing tries to address this problem [640]. The round-robin approach is desirable from the processing point of view since its processing complexity is constant time, i.e., $O(1)$, as opposed to $O(\log N)$ time for fair queueing. Thus, DRR achieves fairness while having low processing complexity.

DRR can be best illustrated through three key parameters: quantum, $Q_i$, represents the transmission credits in bytes provided to queue $i$ in the round-robin fashion; deficit counter, $C_{i_{\text{def}}}$, tracks the difference between the number of bytes that should have been sent and the number of bytes actually sent from queue $i$ in each cycle; and buffer size, $B_i$, for queue $i$.

If a larger quantum size is assigned to a queue, it gets a larger share of the bandwidth of the outgoing link. In this scheme, for each queue $i$, the algorithm maintains a constant $Q_i$ (its quantum) and a variable $C_{i_{\text{def}}}$ (its deficit).

On each cycle, the algorithm visits each nonempty queue in sequence. For each nonempty queue $i$, the algorithm will transmit as many packets as possible such that their total size $B_i$ is less than or equal to $Q_i + C_{i_{\text{def}}}$. If the queue $i$ gets emptied, the algorithm resets $C_{i_{\text{def}}}$ to zero. If it is not reset to zero, $C_{i_{\text{def}}}$ will build up credits indefinitely, eventually leading to unfairness. If the queue is not emptied, then a deficit exists between the number of bytes the algorithm hoped to send $Q_i + C_{i_{\text{def}}}$ and the number of bytes actually sent $B_i$. Thus, the deficit of queue $C_{i_{\text{def}}}$ is updated to $Q_i + C_{i_{\text{def}}} - B_i$ and the algorithm moves on to service the next nonempty queue.

As can be seen from the algorithm, $Q_i + C_{i_{\text{def}}}$ represents the maximum number of bytes that can be transmitted during a round-robin cycle. Queues that were not able to send as many as $Q_i + C_{i_{\text{def}}}$ bytes are compensated in the next cycle with $Q_i + C_{i_{\text{def}}} - B_i$ more bytes to send in addition to the regular quantum $Q_i$. The updated $C_{i_{\text{def}}}$ represents the bytes to be compensated. The following example will provide a better understanding of the algorithm.

**Example 22.2** Scheduling packets using deficit round-robin.

Consider the example illustrated in Figure 22.3. The figures show three queues—$F_1$, $F_2$, and $F_3$—consisting of packets that need to be transmitted. For the sake of discussion, assume...
that the quantum size is 400 bytes. Initially, all $C_i^{\text{def}}$ are set to zero and the round-robin pointer points to queue $F_1$.

The algorithm first allocates a quantum size of 400 to $C_1^{\text{def}}$ and as a result it contains 400 transmission credits. This allows queue $F_1$ to transmit the first packet of size 250 bytes,
leaving only 150 bytes, which is not sufficient to transmit the second packet of size 300. Thus, the remaining 150 credits are left as a deficit in $C_{1}^{\text{def}}$.

Now the algorithm moves to the next non-empty queue $F_2$. Again, a quantum size of 400 is added to $C_{2}^{\text{def}}$, which is sufficient to transmit the first packet of size 100 bytes. Thus, the remaining 300 is left as a deficit for the next cycle. Similarly, for queue $F_3$, the first packet of size 200 is transmitted, leaving a deficit of 200.

The algorithm now returns to the $F_1$ queue, starting the second cycle. It gives another fresh quantum of 400 credits in addition to the remaining deficit of 150, leaving $C_{1}^{\text{def}}$ at 550. This is sufficient to send the remaining two packets of sizes 300 and 200. The remaining 50 credits could have been saved as a deficit for the packets that arrive later. Instead, it resets $C_{1}^{\text{def}}$ to zero as there are no more packets waiting in the queue and moves to the next nonempty queue $F_2$.

Again, queue $F_2$ gets a new quantum of 400 and, thus, the balance becomes 700. This allows the second packet to be transmitted, leaving a deficit of 100. The pointer now moves to $F_3$, which gets another fresh quantum of 400. Along with a deficit of 200 from the previous cycle, it sends the remaining two packets, leaving a deficit of 0 and no more packets to transmit.

Now the round-robin pointer moves directly to the only nonempty queue $F_2$. After getting a quantum of 400, $F_2$ is able to send its third packet of size 200. Since there are no more packets to send, the deficit counter $C_{2}^{\text{def}}$ is zeroed. Hence in three cycles, all the packets have been transmitted.

To ensure that the algorithm serves at least one packet per queue during a cycle, the quantum size needs to be at least $C_{\text{max}}$, the MTU size of the outgoing link (alternatively, the largest possible packet size that can be sent).

Irrespective of quantum size, as the size of the packet transmitted can never be larger than the $P_{\text{max}}$ of the outgoing link, $C_{i}^{\text{def}}$, at any instant, can never be greater than $C_{\text{max}}$. If the algorithm has cycled all the queues, say $N$, times, then the expected number of bytes sent by queue $i$ is $N \times Q_i$. If the actual bytes sent is $B_i$, then $N \times Q_i - B_i$ will be less than $C_{\text{max}}$.

Assigning different quantum values to each queue leads to an allocation of a different percentage of the outgoing link bandwidth for the corresponding queues. If $Q_i$ (quantum size of queue $i$) is twice the value of $Q_j$ (quantum size of queue $j$), then queue $i$ will receive twice the bandwidth of $j$ when both queues are active.

The main issue in implementing DRR is eliminating the examination of empty queues. If the number of empty queues is much larger than the number of active queues, a substantial amount of time spent is wasteful. To eliminate this waste, the algorithm maintains a separate queue called $ActiveList$. The $ActiveList$ contains a list of the queue indices that contain at least one packet. Each entry in the $ActiveList$, in addition to the queue index, keeps track of its unused deficit as well.

Referring to the example, the $ActiveList$ will contain the indices for all the three queues ($F_1$, $F_2$, and $F_3$) with $F_1$’s being at the head. After servicing queue $F_1$, it will be placed at the tail of the $ActiveList$. If the serviced queue becomes empty (no packets to transmit), then the queue is removed from the $ActiveList$. The use of $ActiveList$ provides the advantages of empty queues not being examined and further prevents an empty queue getting from a quantum added when it is idle.
22.1.6 Modified Deficit Round-Robin Queueing

Modified deficit round-robin (MDRR) is a variation of DRR that also addresses delay minimization for some traffic streams. This is helpful, for example, in handling VoIP packets. Although VoIP streams need both bandwidth and delay guarantee, we can think of an alternate approach of providing bandwidth guarantee with minimizing delay. The MDRR scheme then addresses how to minimize delay on top of the DRR scheme. For example, such a modification can be done by assigning priority to queues, which then serve as scheduling priority for different queues. For example, an ultra–high-priority queue may be defined, which always gets priority if it has packets to send and is not restricted by the quantum size. It is important to note that modification as in MDRR does not necessarily mean that this is a unique approach; different modifications can be employed; for example, see [379]. It is worthwhile to note that most router vendors currently implement some form of MDRR queueing.

22.2 TCP Congestion Control

In this section, we present an overview of TCP congestion control. Why do we need to know about TCP congestion control in regard to packet queueing and scheduling? We first address this point before presenting TCP congestion control mechanisms. Currently, most commonly used applications in the Internet are TCP-based. To provide good throughput, yet be conscious about congestion, is the basic philosophy of TCP congestion control mechanisms. From a router point of view, it is important to see what mechanisms it must have so that it is TCP-friendly; second, a router should be fair to different TCP microflows in the presence of congestion as well. It is important to understand the distinction between fairness in TCP congestion control as opposed to fairness in packet scheduling. Packet scheduling handles fairness once it has already been decided that a packet is to be processed for queueing; however, fairness as in TCP congestion control refers to how a buffer handles dropping of packets (before scheduling) for different TCP microflows so that one or more microflows do not unduly suffer. Thus, we start with TCP congestion control in order to understand benefits or drawbacks of different packet-dropping mechanisms at a router.

When one or several TCP connections send packets at high rates, the network can suffer from congestion. At these high rates, intermediate routers receive more packets than they can buffer. As a result, some packets or their corresponding ACKs may experience more delay or may be dropped before reaching their destination. These dropped packets would trigger timeout at their sources, resulting in retransmission. Such retransmissions increase the number of packets entering the network, thus worsening congestion by introducing more delay and packet drops. These conditions continue until all the resources in the network are utilized to carry packets part of the way before they are dropped and essentially the network is not doing any useful work. Such a condition is called congestion collapse.

To avoid congestion collapse from occurring, new mechanisms were introduced into TCP [334]. These mechanisms are based on the principle of conservation of packets. The idea is that a new packet is not injected into the network until an old packet leaves. The sender uses the reception of an ACK as an indication that the packet sent earlier has left the network and initiates the next packet transmission without adding to the level of congestion. This implies
that the data packets leave the sender at the same pace as the ACKs arrive at the sender and, thus, TCP is said to be *self-clocking*.

In addition, the congestion control mechanism determines the available capacity in the network so that the sender knows how many packets it can safely have in transit. This property can be used to limit the number of transit packets in the network.

For each TCP connection, the congestion control mechanism tracks several parameters such as *congestion window*. The congestion window, denoted CongWindow, indicates how many bytes the source is allowed to have in transit at any given time. The congestion window is not more than the advertised window (AdvWindow), advertised by the received, that is used for flow control. Using both the congestion window and advertised window, the sender calculates the effective window (EffWindow), which represents the amount of unacknowledged data that a source can have in transit at a given time. Specifically, the effective window may not exceed the minimum of the congestion window and advertised window, i.e.,

\[
    \text{MaxWindow} \leq \min \{\text{CongWindow}, \text{AdvWindow}\} \times \text{EffWindow} = \text{MaxWindow} - (\text{LastByteSent} - \text{LastByteAcked}).
\]  

(22.2.1)

This equation implies that the source is not allowed to send at a rate faster than what can be handled either by the network or the destination. For example, consider that CongWindow is 10 Kbytes and AdvWindow is 1 Kbytes; if the receiver of a TCP connection is able to accept traffic at 1 Kbytes (AdvWindow of 1 Kbytes) and the network is capable of delivering traffic at 10 Kbytes (CongWindow of 10 Kbytes), then the sender uses the minimum of AdvWindow and CongWindow, which is 1 Kbytes. Alternatively, if the receiver is able to accept traffic at 5 Kbytes and the network is capable of handling 1 Kbytes at that time, then the sender will send at 1 Kbytes speed, even if the receiver can handle 5 Kbytes, for congestion not to occur. The threshold variable determines how CongWindow can grow.

However, how does TCP know the right value for the congestion window? While the value for AdvWindow is explicitly sent by the receiver during TCP connection setup, there is no entity to send a suitable value for CongWindow to the sender. Instead, the sender estimates the level of congestion in the network and accordingly sets a value. Depending on the level of congestion, the value for congestion window is varied, which is decreased when the level of congestion goes up and increased when the level of congestion goes down.

Now the obvious question is how does the source detect congestion? We know that a lost packet triggers TCP timeouts. Such a packet loss can occur due to noise in the transmission line or as a result of congestion in the intermediate routers. With recent advances in transmission technologies, it is now relatively rare that the packet is dropped because of an error during transmission. Thus, TCP assumes that timeouts are caused by congestion and reduces its rate of transmission.

### 22.2.1 Slow Start

TCP uses a three-way handshake to establish a connection. Once a TCP connection is established between the two end systems, the application process at the sender writes bytes to the sender’s TCP send buffer. TCP grabs chunks, which can be at most the size of the maximum segment size (MSS), encapsulates each chunk within a TCP segment, and passes the segments
to the network layer for transmission across the network. The TCP congestion window regulates the times at which the segments are sent into the network (i.e., passed to the network layer).

Initially, CongWindow is set equal to one packet. It then sends the first packet into the network and waits for an acknowledgment. If the acknowledgment for this packet arrives before the timer runs out, the sender increases CongWindow by one packet and sends out two packets. Once both these packets are acknowledged before their timeouts, CongWindow is increased again by two. Now the size of CongWindow is four packets and, thus, the sender transmits four packets. Such an exponential increase continues as long as the size of CongWindow is below a defined slow start threshold and acknowledgments are received before their corresponding timeouts expire. After reaching the threshold, the increase is linear until MaxWindow size is reached.

We can see that during this phase the size of the congestion window increases exponentially, i.e., the congestion window is initialized to one packet; after one RTT the window size is increased to two packets; after two RTTs the window is increased to four packets; after three RTTs the window is increased to eight packets; and so on. This mechanism is referred to as slow start. If slow start increases the congestion window exponentially, why it is then called slow start? Before slow start was developed, the sender, after establishing the connection, immediately starts transmitting the entire AdvWindow worth of packets at once. While there could be enough bandwidth in the network, the intermediate routers might not have enough buffers available to absorb this burst of packets. Thus, slow start was introduced so that the packets are spaced enough to avoid this burst. In other words, the slow start is considered much slower than transmitting an entire AdvWindow of packets all at once.

The slow start phase ends when the size of CongWindow exceeds the value of a defined congestion threshold. Once the congestion window is larger than the current value of the threshold, the congestion window grows linearly rather than exponentially. Specifically, if $W$ is the current value of the congestion window, and $W$ is larger than threshold, then after $W$ acknowledgments have arrived, TCP replaces $W$ with $W + 1$. This has the effect of increasing the congestion window by one in each RTT for which an entire window’s worth of acknowledgments arrives. This phase of the algorithm is called congestion avoidance.

The congestion avoidance phase continues as long as the acknowledgments arrive before their corresponding timeouts. But the window size, and, thus, the rate at which the TCP sender can send, cannot increase forever. Eventually, the TCP rate will be such that one of the links along the path becomes saturated, and at which point, loss (and a resulting timeout at the sender) will occur. When a timeout occurs, the value of threshold is set to half the value of the current congestion window, and the congestion window is reset to one MSS. The sender again grows the congestion window exponentially fast using the slow start procedure until the congestion window hits the threshold.

### 22.2.2 Additive Increase, Multiplicative Decrease

Suppose the end-to-end path between two hosts is congestion-free; we still then have the question of how to adjust window size in order to regulate the rate at which the end hosts transmit. TCP uses a principle called *additive increase, multiplicative decrease* (AIMD)
for rate adjustment. This means that when increasing the rate, TCP uses an additive property, and when decreasing the rate, it uses a multiplicative property. To be more specific, TCP rate regulation is governed by the parameter, CongWindow; this parameter is increased in additive chunks to increase the rate. Suppose the current CongWindow is 500 bytes and the increase size is 30 bytes, then CongWindow will become 530 bytes. The additive property is less aggressive and is helpful in congestion avoidance. However, when there is congestion, which is indicated by loss of packets, TCP reduces the window size by half. Thus, if we are currently at effective window size of 530 bytes, then it becomes 265 bytes. Note that AIMD is a general principle; TCP window size must still remain valid such as being not higher than AdvWindow. Thus, several boundary conditions are checked; in fact, in actual implementation, the code is intertwined with slow start, congestion avoidance, and fast retransmit and fast recovery, which will be discussed in the next section. For detailed illustration of various parameters, and the relation between TCP segment size, maximum segment size, and the windowing parameters maintained in byte count, see [668].

22.2.3 Fast Retransmit and Fast Recovery

The algorithms described so far, AIMD and slow start, are considered the main TCP congestion control mechanisms. In this section, we consider relatively newer features.

In early implementations of TCP, the sender retransmitted an unacknowledged packet only after the expiration of its timeout. It was observed that the coarse-grained implementation of TCP timers led to long periods of time during which the connection went dead. Thus, a new mechanism called fast retransmit was introduced that allows the retransmission of a lost packet even if the timeout for that packet has not expired. The fast retransmit mechanism does not replace the timeout mechanism of TCP, but it works in parallel to improve performance.

The idea behind fast retransmit is straightforward. Every time a packet arrives out of order because the previous packet was lost or delayed, the receiver sends an acknowledgment that is the same as the one sent the last time. The subsequent transmissions of the same acknowledgment are called duplicate ACKs. When the sender detects a duplicate ACK, it knows that the receiver must have received a packet out of order, implying that the earlier packet was lost or delayed. To detect reliably the packets that are lost, the sender waits until it sees some number of duplicate ACKs before retransmitting the missing packet. In practice, the sender waits until it has seen three duplicate ACKs, then retransmits the packet without waiting for its timer to expire.

Finally, there is another improvement we can make. Using the fast retransmit mechanism the sender detects a possible loss of a transmitted packet, implying congestion, and therefore it is necessary to reduce its congestion window accordingly, after the transmission of the lost packet. However, when a fast retransmit algorithm is used and when duplicate ACKs are received by the sender, it means that the packets are still flowing to the receiver. How can it be safely deduced? The generation of duplicate ACKs at the receiver is triggered only on a packet arrival. This indicates that serious network congestion may not exist and the lost packet could be a transient condition. Thus, the sender, instead of reducing its transmission rate sharply using slow start, decreases the congestion window by half and performs only additive increase.
22.3 Implicit Feedback Schemes

With the above background on TCP congestion control, we are now ready to discuss router congestion control schemes. In general, router congestion control schemes can be classified as implicit feedback schemes and explicit feedback schemes. The main difference in these approaches is that implicit schemes trigger packet dropping while explicit schemes are notifications generated by routers to end hosts to “slow down.”

Before we discuss implicit congestion schemes, we need to ask the following question: is packet dropping required because buffers are not sized properly? Recall that we discussed earlier about buffer sizing from a traffic engineering point of view in Section 7.2.3. However, congestions do occur in live networks due to a sudden increase in traffic; thus, a buffer sized for normal circumstances might not be adequate for congested situations. This could mean that buffer sizes should be increased further to allow for sudden bursts in traffic; however, there is a downside to having too large of a buffer than required—it can unduly hold packets in a buffer, thus increasing overall latency. That is, it is important to size buffers properly and allow packet dropping intelligently for congested situations.

In implicit feedback schemes, the source detects the existence of congestion by making local observations. Some of these local observations include timeouts when acknowledgments are not received, delayed reception of acknowledgments, arrival of duplicate acknowledgments, and so on. The main underlying causes for these observations are packet delay and packet loss. If the delay experienced by a packet is higher than expected from a source’s perspective, it is as good as a packet being lost. As a result, in these schemes the routers simply drop packets during congestion and expect the source to respond to these lost packets by slowing their transmission rate.

22.3.1 Drop Position

This design choice pertains to the position in the queue from which the packet needs to be dropped. For a queue, there are three choices: front of the queue, tail of the queue, and any one of the intermediate positions between them. We examine these choices in detail and identify its advantages and disadvantages.

DROP FROM FRONT

In this case, the space for the arriving packet is created by discarding the packet currently at the head of the queue, as shown in Figure 22.4. While it might sound simple, drop from front is complex to implement. It requires explicit queue manipulation to remove an existing entry, thus requiring extra cycles of processing time. However, the main benefit of dropping from the front of queue is that it expedites TCP’s congestion avoidance behavior. That is, drop from front causes the destination to “see” missing packets in its stream earlier.

In fact, drop from front enables a congestion signal being expedited by as much as one RTT time earlier than would be the case with tail drop (where packets are dropped from the tail of the queue). As a result, a few sources whose packets are near the front at the onset of congestion receive earlier congestion notification (that is, they timeout earlier). The ensuing reduction of transmit rate from these sources allows packets from other sources to successfully enter and leave the queue. Thus, fewer sources losing packets greatly reduces or eliminates later overreaction by more sources.
22.3 Implicit Feedback Schemes

You might wonder why the source timeouts as much as one RTT earlier. This is because of router buffers being sized to hold one RTT worth of traffic. Assume, for the sake of discussion, there are two packets from the same source; one is at the front of the queue while the other is at the end of queue. In the worst case, the packet at the end will be dropped; after all, the packets in the router buffer have been serviced which would consume as much as one RTT. Therefore, if the packet at the front of the queue is dropped, the source would have been notified of congestion one RTT earlier.

**TAIL DROP**

Another discipline for managing queue length in a router is to determine the maximum length for each queue *a priori*, accept packets until the queue is full, and then discard subsequent packets arriving at the tail of the queue. The dropping behavior continues until space is available in the queue, when packets at the head of the queue are transmitted. This discipline is known as *drop from tail*, or simply tail drop, as the packet that arrived most recently gets discarded when the queue is filled up; this is illustrated in Figure 22.5. The major advantage of tail drop is that it is easy to implement as packets can be dropped simply by not inserting them into the queue. However, it suffers from a few major disadvantages [88].

In some situations, a few flows sharing the output link can monopolize the queue during periods of congestion. Such flows generate packets at a higher rate that can easily fill up the queue. Consequently, the packets from flows generating packets at substantially lower rates have a higher probability of arriving at the queue when it is full and gets discarded. Hence, these lower rate flows are said to be “locked out” by a few higher rate flows.
In a TCP flow, packets often arrive in bursts despite constraint by a window size. With tail drop, when such bursts from several TCP flows arrive at a queue that is full or almost full, their packets will be dropped. As a result, all the flows throttle back by decreasing their transmit window size almost simultaneously. Now all the senders steadily increase their transmission window size in tandem. As a result, the sender sends more packets and again the router queue will overflow, leading to dropping of more packets. This recurring pattern where many senders reduce and increase their transmission rates at the same time is referred as global synchronization. Such a phenomenon causes drastic oscillations in traffic, resulting in low utilization of the link bandwidth and of course, reducing the overall network throughput.

Since tail drop signals congestion only when the queue is full, the queues tend to remain full or nearly full for sustained periods of time. As a result, the packets at the end of the queue wait longer before transmission, which increases the latency of flows. Simply making the queue shorter will decrease the latency, but it defeats the purpose of buffering, which is to accommodate brief bursts of traffic without dropping packets unnecessarily. Because of such disadvantages, tail drop is used as the default mechanism for congestion control in the router, if nothing is configured.

### 22.3.2 Proactive versus Reactive Dropping

This design choice concerns when a packet should be dropped. If packets are dropped even before the queue is full, it is referred as proactive dropping. Such proactive dropping of packets implicitly conveys to the end hosts when congestion is imminent. This early notification is useful in networks where the end hosts react by reducing their transmission rate. On the other hand, if the end hosts do not reduce their rate, the router queues will become full and the packets will be dropped anyway. This is called reactive dropping as the packets are dropped in reaction to the queue buffers being filled.

For aggregated queues, two variants of proactive dropping have been outlined in the literature: early random drop [284] and random early detection [227]. In early random drop, when the queue length exceeds a preconfigured threshold, the router drops each arriving packet with a fixed drop probability. Intuitively, as aggressive sources send more packets, dropping an arriving packet randomly will quite likely discard packets from these sources than a packet from one of well-behaved sources. Thus, this scheme attempts to protect the bandwidth received by the well-behaved sources while penalizing the aggressive ones. However, it has been shown in [762] that this scheme was not successful in controlling misbehaving users. Some of the shortcomings of early random drop are improved in random early detection discussed in the next section.

The proactive dropping of packets is called active queue management (AQM) in the literature. By dropping packets before buffers overflow, AQM allows routers to control when and how many packets to drop. Active queue management provides the following benefits:

- First, it reduces the number of packets dropped in the router. As the Internet traffic is bursty, a router might not be able to absorb these bursts if most of the queue space is committed to steady-state traffic. By keeping the average queue length small, AQM provides the capability to absorb traffic bursts without discarding packets.
Second, it eliminates the global TCP synchronization that results in more efficient utilization of network. Second, by keeping the average queue size small, AQM controls the queueing delay experienced by the packets flowing through it. This is significant for interactive applications as their performance largely depends on minimizing the end-to-end delay. Finally, it prevents the aforementioned lockout behavior by ensuring that there is buffer space available for an incoming packet most of the time.

### 22.4 Random Early Detection (RED)

The basic idea behind random early detection (RED) [227] is to detect incipient congestion early and convey congestion notification to the end-hosts, allowing them to reduce their transmission rates before queues in the network overflow and packets are dropped. A router implementing RED continuously monitors the average queue length; when this exceeds a threshold, it randomly drops arriving packets with a certain probability, even though there may be space to buffer the packet. The dropping of a packet serves as an early notification to the source to reduce its transmission rates.

The RED algorithm uses the exponential weighted moving average approach (see Appendix B.6) to calculate average queue length $Q_{avg}$ and to determine when to drop packets. The average queue length is compared with two queue length thresholds, a minimum threshold $Q_{min}$ and a maximum threshold, triggering certain activity. When a packet arrives at the queue, the RED algorithm compares the current average queue length $Q_{avg}$ with these two thresholds, $Q_{min}$ and $Q_{max}$ (Figure 22.6) according to the following rules:

- If average queue length $Q_{avg}$ is less than the minimum threshold, $Q_{min}$, no drop is taken and the packet is simply enqueued.
- If average queue length $Q_{avg}$ is greater than the minimum threshold, $Q_{min}$, but less than the maximum threshold, $Q_{max}$, it indicates some congestion has begun and the packet is dropped with some probability $P_d$.
- If average queue length $Q_{avg}$ is greater than the maximum threshold, $Q_{max}$, it indicates persistent congestion and the packet is dropped to avoid a persistently full queue.

The probability $P_d$ is a function of average queue length $Q_{avg}$ and is often referred to as the drop probability. As shown in Figure 22.7, the drop probability is zero when average queue length $Q_{avg}$ is less than or equal to $Q_{min}$. It increases linearly when $Q_{avg}$ is between

![Figure 22.6 RED thresholds on a queue.](image)
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FIGURE 22.7 Illustration of the relationship among $Q_{\text{min}}$, $Q_{\text{max}}$, $Q_{\text{avg}}$, and $P_{\text{max}}$.

the thresholds $Q_{\text{min}}$ and $Q_{\text{max}}$. When $Q_{\text{avg}}$ equals $Q_{\text{max}}$, the drop probability reaches $P_{\text{max}}$, at which point it jumps to unity. This indicates that the gentler approach of probabilistically dropping packets is not effective, and aggressive measures need to be taken, that is, dropping all arriving packets.

By using a weighted average, RED avoids overreaction to bursts and instead reacts to longer-term trends. The average queue length captures the notion of congestion more accurately than the instantaneous queue length. The bursty nature of Internet traffic can fill up a queue quickly for a very short period of time, which then becomes empty again. Thus, it is not appropriate to conclude that the router is congested. As a result, the computation of average queue length uses a weighted running average $w$ to detect persistent congestion by filtering short-term variations in the queue length.

While RED is in operation, it is definitely possible that the instantaneous queue length can be much longer than the average queue length $Q_{\text{avg}}$, especially in the presence of bursty traffic. In such situations, when a packet arrives to the router and if the queue is full, then it will be dropped. When this happens, RED is operating in tail drop mode.

An interesting aspect of RED is that it provides some sense of fair resource allocation among flows, due to its random nature. However, the fairness might not be guaranteed to be precise. Because RED drops packets randomly, the probability that a packet is dropped from a particular flow is roughly proportional to the share of bandwidth the flow is getting at that router. Since high-bandwidth flows send a large number of packets through the router, it is providing more candidates for random dropping, thus penalizing them in proportion.

The four parameters that govern the operation and behavior of RED—minimum threshold $Q_{\text{min}}$, maximum threshold $Q_{\text{max}}$, drop probability $P_{\text{max}}$, and weight $\alpha$ used by exponential weighted average—constitute a RED drop profile. Realizing RED functionality in a router requires the implementation of two algorithms. The first algorithm computes the average queue length on every packet arrival, while the second algorithm calculates the drop probability that determines the frequency of packets dropped by the router, given the level of congestion. The following sections examine these in detail.
22.4.1 Computing Average Length of Queue

The average queue length, $Q_{\text{avg}}$, is computed using an exponential weighted moving average (refer to Appendix B.6) as

$$Q_{\text{avg}} = (1 - w) \times Q_{\text{avg}} + w \times Q_{\text{sample}} \quad (22.4.1)$$

where $0 \leq w \leq 1$. $Q_{\text{sample}}$ represents the actual length of the queue at the instant the measurement is made. In most software implementations, $Q_{\text{sample}}$ is measured every time a packet arrives at the router. In hardware, due to high speed requirements, it is calculated at some fixed sampling interval.

Looking at Eq. (22.4.1) more closely reveals that if $w$ is small, even if $Q_{\text{sample}}$ is large, $Q_{\text{avg}}$ will only increase by a small amount. As a result, $Q_{\text{avg}}$ will increase slowly and a significant number of samples of $Q_{\text{sample}}$ will be required to increase it substantially. This leads to the detection of long-lived congestion rather than short-term congestion that can come and go.

If $w$ is too small, then $Q_{\text{avg}}$ responds too slowly to changes in the actual queue length and is unable to detect the initial stages of congestion. Alternatively, if $w$ is too large, the average queue length will not filter out short-term congestion. Thus, the choice of an appropriate value for $w$ depends on $Q_{\text{min}}$ and the amount of burstiness desired. Given a minimum threshold $Q_{\text{min}}$, and the desired level of burstiness as $L$ packets, then $w$ should be chosen to satisfy the following equation [227]:

$$L + 1 + \frac{(1 - w)^{(L+1)} - 1}{w} < Q_{\text{min}} \quad (22.4.2)$$

The left term of the inequality represents the average queue length after $L$ packet arrivals, assuming the queue is initially empty with an average queue length of zero and the queue length increases from 0 to $L$ packets. The inequality implies that if $w$ is chosen appropriately, the router can accept a burst of up to $L$ packets and still manage to keep $Q_{\text{avg}}$ below the minimum threshold $Q_{\text{min}}$.

Recall that RED drops packets to signal congestion to TCP flows. Consider a router, dropping a packet from a TCP connection and immediately forwarding subsequent packets from the same connection. When these packets arrive at the destination, it sends duplicate ACKs to the sender. When the sender sees these duplicate ACKs, it reduces its window size. Thus, the time elapsed between the router dropping a packet from a connection and the same router seeing some reduced traffic from the affected connection should be at least one RTT. Practically speaking, there is not much return in having the router respond to congestion.

22.4.2 Computing Drop Probability

A straightforward approach for computing the packet drop probability uses a linear function of the average queue length as shown below:

$$P_a = \bar{P}_{\text{max}} \frac{(Q_{\text{avg}} - Q_{\text{min}})}{(Q_{\text{max}} - Q_{\text{min}})} \quad (22.4.3)$$

In this approach, as the average queue length increases, $P_a$ increases proportionally and reaches a maximum allowable value, $\bar{P}_{\text{max}}$, when the average queue length reaches the maximum threshold $Q_{\text{max}}$. Note that $\bar{P}_{\text{max}}$ is a configurable value in the range, $0 \leq \bar{P}_{\text{max}} \leq 1$. Even
though it is simple to understand and implement, use of this approach leads to dropping packets that will not be well distributed in time. Instead, it is likely to drop more than one packet in a burst of closely spaced packets (clusters) from a source. As the packets of a flow tend to arrive in bursts, such a behavior is likely to cause multiple drops in a single flow. While a single drop per RTT will suffice to cause a flow to reduce its transmit window size, the desirable behavior is to affect many flows so that they can reduce the rate of transmission, thereby mitigating the congestion or reducing the likelihood of congestion occurring immediately.

To reduce the likelihood of such scenarios, the calculation of packet-dropping probability takes into account the number of packets queued since the last drop and that the packet is marked proportional to its size compared to the maximum packet size, MaxPacketSize. This enhanced approach uses the following adjustments for computing the drop probability $P_a$.

\[
P_b = \frac{P_{\text{max}}(Q_{\text{avg}} - Q_{\text{min}})}{(Q_{\text{max}} - Q_{\text{min}})}
\]

\[
P_b = P_b \times \frac{\text{PacketSize}}{\text{MaxPacketSize}}
\]

\[
P_a = P_b / (1 - \text{count} \times P_b).
\]

In Eq. (22.4.4), count keeps track of the number of packets queued since the last drop. As implied by the equation, the probability $P_a$ increases as count increases. This makes a drop increasingly likely as the time since the last drop increases. Once a packet is dropped, the count is reset to zero. With this approach, closely spaced packet drops are relatively less likely than widely spaced drops.

RED can be efficiently implemented in hardware with only a small number of add and shift instructions on each packet arrival. The implementation involves the efficient computation of average queue size, calculating the packet-dropping probability, and arriving at a decision on whether to drop a packet.

First, the average queue length can be calculated based on the following equation. Rearranging, Eq. (22.4.1), we get

\[
Q_{\text{avg}} = Q_{\text{avg}} + w(Q_{\text{sample}} - Q_{\text{avg}}).
\]

If $w$ is chosen as a negative power of 2, i.e., $w = 2^{-n}$ where $n$ is configurable. The advantage is that this can be implemented with a few shift operations and two additional instructions.

### 22.4.3 Setting $Q_{\text{min}}$ and $Q_{\text{max}}$

Consider the setting of values for $Q_{\text{min}}$ and $Q_{\text{max}}$. These values to a large extent are determined by average queue length, $Q_{\text{avg}}$. The choice of values for $Q_{\text{min}}$ determines how efficiently the output link is utilized. If the traffic is fairly bursty, smaller values for $Q_{\text{min}}$ will lead to packet dropping, thereby underutilizing the output link. As a result, $Q_{\text{min}}$ should be chosen large enough such that the router will be able to absorb bursts as well as keep the link utilization at an acceptably high level.

The threshold $Q_{\text{max}}$ determines the delay experienced by a packet as it transits through the router. A large value for $Q_{\text{max}}$ means that more packets will be buffered in the queue ahead of the newly arrived packet, and they must be transmitted before the newly arrived
packet. This introduces significant delay. Thus, the choice of values for $Q_{\text{max}}$ depends on the maximum average delay that can be allowed by the router.

Also, the difference between the two thresholds $Q_{\text{max}} - Q_{\text{min}}$ should be larger than the typical increase in the calculated average queue length in one RTT. Given the traffic mix on today’s Internet, a useful rule of thumb is to set $Q_{\text{max}}$ to at least twice $Q_{\text{min}}$. During periods of high load, since the average queue length is expected to vary between the two thresholds, there should be enough free buffer space above $Q_{\text{max}}$ to absorb bursts in the traffic without forcing the router to enter tail drop mode.

### 22.5 Variations of RED

Due to the bursty nature of Internet traffic, the queues can fill up quickly and then become empty again. In such cases, the queue can be empty most of the time except during such periods of burstiness. Furthermore, because the thresholds are compared with the average queue length, no dropping of packets takes place even when the instantaneous queue length is quite large.

#### 22.5.1 Weighted Random Early Detection

The RED algorithm can be considered to be fair for all the flows passing through a single queue, where flows belong to the same traffic class. The flows from which the traffic needs to be discarded are chosen randomly without any bias. While fairness is desirable, often there are situations that need to introduce unfairness. To illustrate such needs, consider the following example of packet marking.

**Example 22.3 Packet marking.**

Consider the scenario where packets are marked as they enter the ISP network. The process of marking distinguishes packets as either out-of-profile or in-profile. The out-of-profile packets represent the excess traffic from a customer than the agreed bandwidth with the ISP. On the other hand, the in-profile packets confirm to the agreed bandwidth. The intention behind distinguishing the packets is to provide delivery guarantees for in-profile packets while out-of-profile packets are delivered best effort. When the ISP network is lightly loaded, out-of-profile packets would most likely get through the network, thereby using the spare bandwidth. However, during periods of congestion, these out-of-profile packets are dropped in preference to in-profile packets.

The RED algorithm has been observed to be unfair in bandwidth sharing when there are different traffic classes [410]. Furthermore, as seen from the example, when congestion is anticipated, the router might need to enforce different packet-dropping behavior for different types of traffic (such as in-profile and out-of-profile packets). This translates into defining different drop profiles for different queues, or for different types of traffic in the same queue. Recall from Section 22.4 that a RED profile specifies the parameters $Q_{\text{min}}$, $Q_{\text{max}}$, $P_{\text{max}}$, and $w$ that characterize the behavior of RED.

Weighted random early detection (WRED) attempts to achieve this by augmenting RED to use additional information from the packet. Such additional information in the packet can
include but is not limited to source and destination address, source and destination ports, protocol flags and IP precedence/TOS bits. This information provides a context for the packet. Based on the context of the packet, a RED drop profile is chosen for packet dropping. For the example discussed earlier, an aggressive drop profile with higher dropping probability can be assigned for out-of-profile packets, while a less aggressive drop profile with lower dropping probability governs in-profile packets. Two such profiles are shown in Figure 22.8 where $Q_{\text{min}1}$, $Q_{\text{max}1}$ and $P_{\text{max}1}$ represent the aggressive drop profile, while the others with $(Q_{\text{max}2}, Q_{\text{max}2}, P_{\text{max}1})$ specify the less aggressive drop profile. In the figure, the aggressive profile is shown with dashed lines and the less aggressive profile with solid lines. Such modification of the drop probability depending on the context of the packet is referred as weighting; hence, this variation of RED is known as weighted RED or simply WRED.

On receiving packets, the router classifies them based on the contents of their headers using fast classification algorithms (discussed in Chapter 16) to establish context. This context affects how the packet is processed in the subsequent stages inside the router. When the packet arrives in the egress linecard, it is appended to the appropriate outgoing queue. Now the context information of the packet is used for choosing the appropriate drop profile, which determines how to drop the packet, if needed. Now let us look at two examples that illustrate how WRED is used in practice.

**Example 22.4 Assigning RED drop profiles to each queue.**

Consider a router that is configured to use three queues for sharing the output link $O$ (Figure 22.9(a)). Each of these queues carries traffic of different priorities. The queue $R$ carries high-priority traffic, while queues $S$ and $T$ carry medium-priority and low-priority traffic, respectively. Each queue shares a portion of the bandwidth of the outgoing link. For the high-priority traffic, the network administrator might be interested in dropping fewer packets compared to medium-priority traffic and lower-priority traffic. Thus, the administrator configures different drop profiles for each queue. In this case, a less aggressive drop profile is associated with queue $R$ and a progressively more aggressive profile, one for each of the queues $S$ and $T$. 

\begin{figure}[h]
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\caption{Weighted random early detection with in-profile and out-of-profile packets.}
\end{figure}
22.5 Variations of RED

Consider another scenario where the network administrator is interested in further distinguishing the traffic in each queue into TCP traffic and non-TCP traffic. Furthermore, he/she desires that in each queue more non-TCP traffic should be dropped rather than TCP traffic. In such cases, the administrator has to configure two drop profiles per queue with the appropriate drop probability. Depending on the type of the traffic (which is typically embedded in context of the packet), the appropriate drop profile will be applied. This scenario is illustrated in Figure 22.9(b).

While WRED allows dropping of packets depending on their context, it does not dynamically adapt the dropping probability depending on amount of traffic. In the next section, we describe another variant of RED called adaptive RED that provides this flexibility.

22.5.2 Adaptive Random Early Detection

In basic RED, the decision about when to drop a packet is determined by the parameters in the RED profile—$Q_{\min}$, $Q_{\max}$, $w$, and $P_{\max}$. However, choosing the appropriate values for these parameters has proven difficult as they are highly dependent on the nature and burstiness of the traffic. Let us look at a few scenarios on how the choice of these values affects the average latency experienced by a packet and the network throughput.

First, consider the scenario in which the output link is lightly congested and/or $P_{\max}$ is configured to be high. In this case, $Q_{\text{avg}}$ hovers close to $Q_{\min}$ and, thus, the queuing delay experienced by a packet will be low. Similarly, when the link is highly congested and/or $P_{\max}$
is low, \( Q_{\text{avg}} \) operates closer to \( Q_{\text{max}} \) or even above \( Q_{\text{max}} \). This results in a packet experiencing higher queuing delay.

Now consider another scenario in which an output link is congested due to a large number of connections flowing through it. In such cases, packets should be dropped from sufficiently large numbers of connections so that the offered traffic load from those sources is reduced considerably. However, overly aggressive drop behavior could result in underutilization of the network bandwidth as many more sources will back off their transmission rates. It has been observed that when there are \( N \) connections sharing the link, the effect of any given RED-induced packet drop is to reduce the offered load by a factor of \( (1 - 1/2N) \). Thus, as \( N \) increases, the impact of a packet drop decreases and the RED algorithm needs to be aggressive. Otherwise, it would degenerate into simple tail drop. When \( N \) is small, the impact of packet drop is large and RED should be conservative. Otherwise, it will lead to underutilization of network bandwidth.

**Example 22.5 Impact of the number of connections on throughput.**

Assume that the output link capacity of 10 Mbps is shared equally among 100 simultaneous TCP connections. A RED-induced packet drop from a single connection reduces its transmission rate and therefore the offered load reduces to 9.95 Mbps. Alternatively, if only two connections share the link, RED-induced packet drop from one of the connections reduces the offered load to 7.5 Mbps.

We can see from these scenarios that the average queueing delay and output link utilization are sensitive to the traffic load and, therefore, not predictable in advance. To achieve predictable average delays and maximum utilization of the outgoing link, the RED profile parameters must be constantly adjusted depending on the current traffic conditions.

Adaptive RED attempts to address these limitations by allowing RED to modify its parameters based on traffic load. The idea behind this algorithm is to adjust the value of \( \bar{P}_{\text{max}} \) to restrict the average queue length \( Q_{\text{avg}} \) between \( Q_{\text{min}} \) and \( Q_{\text{max}} \). In particular, it scales \( \bar{P}_{\text{max}} \) by constant factors of \( \alpha \) and \( \beta \) depending on whether it is less than \( Q_{\text{min}} \) or greater than \( Q_{\text{max}} \). The algorithm is outlined below.

If the average queue length is less than \( Q_{\text{min}} \), then RED is too aggressive in dropping packets. Thus, \( \bar{P}_{\text{max}} \) is decreased by \( \bar{P}_{\text{max}} \times \beta \). The decrease in drop probability reduces the number of packets being dropped, thus allowing the average queue length \( Q_{\text{avg}} \) to increase beyond \( Q_{\text{min}} \) but less than \( Q_{\text{max}} \). In the other case, when the average queue length is greater than \( Q_{\text{max}} \), then RED is too conservative and \( \bar{P}_{\text{max}} \) is increased by \( \bar{P}_{\text{max}} \times \alpha \). The increase in drop probability increases the number of dropped packets and reduces the average queue length \( Q_{\text{avg}} \) to less than \( Q_{\text{max}} \). The relationship between the average queue length \( Q_{\text{avg}} \) and drop probability \( \bar{P}_{\text{max}} \) is illustrated in Figure 22.10. The algorithm is run periodically using a predetermined time interval, and the constants \( \alpha \) and \( \beta \) are supplied by the network operator.

To be more specific, recall that in basic RED, the choice for \( w \) that tracks the average queue length should be such that it filters transient congestion and still does not react too slowly to long-term congestion.

The rate at which this congestion could have built up depends partially on how many TCP connections pass through the outgoing link. If there are fewer connections sharing the link, then the congestion will build up relatively slowly and \( w \) should be low. However, a low
value of $w$ for a large number of connections would mean less aggressive dropping behavior, leading to queue overflow. Conversely, choosing a high value for $w$ to enable fast RED behavior with many TCP connections can result in the drop behavior being overly aggressive in the presence of only a few flows. This leads to reduced output link utilization.

### 22.6 Explicit Feedback Schemes

Various schemes for packet dropping discussed in the previous section have been implicit, that is, use packet loss to indicate congestion. The packet losses are inferred at the end hosts and in response adjust their transmission rates. Such schemes do not require explicit help from the intermediate routers except the dropping of packets, which the router must do anyway when its queues are full. While these schemes are simple and easy to develop and deploy in a network, they suffer from a few disadvantages [737]:

- Dropping of packets wastes network resources used for carrying the packet from its source to the router experiencing congestion.
- Feedback schemes based on packet drops are based on an assumption about the network, interpreting packet loss as a sign of congestion. This might not be valid for all networks such as wireless networks.

A departure from these schemes is to explicitly communicate to the source when congestion occurs to reduce the transmission rate. Such explicit notifications can be categorized depending on the direction as:

- **Backward**—Here a congested router generates notification to the sender that travels in the opposite direction of the data traffic. Notification can be piggybacked on the header of the data packet bound for the sender (probably from the receiver), or a separate packet is generated and transmitted to the sender.
• Forward—In this case, the router generates notification to the sender, which flows in the direction of the traffic. This notification is carried by the data packets to the receiver. The receiver piggybacks the packets to the sender to echo the notification to the sender. Instead of echoing, the receiver can exercise the flow control at a higher layer protocol so that the sender reduces its transmission rate.

Now let us discuss these schemes in detail.

22.6.1 Choke Packets

In this approach, whenever a router experiences congestion, it sends explicit notifications to sources directly to reduce their transmission rate. These notifications could carry further details such as the percentage by which the source should reduce the rate or an upper bound on the rate the source should transmit. Routers implement a variation of this approach called source quench, which conveys to the source that the congestion has occurred and hence it should reduce the rate.

A source quench message could be generated by a router in two scenarios. In the first scenario, whenever a router discards a packet, it may send a source quench message. In the second scenario, the router may send the source quench message when the queue buffers exceed a certain threshold rather than waiting until the queues are full. This means that the packet that triggered the source quench message may be delivered to the destination. A source quench message is carried by ICMP.

The benefits of this approach are twofold. First, it provides the fastest feedback to the sources to reduce their rate. This has the benefit of reducing congestion as quickly as possible. Second, as the router that experiences congestion generates this feedback, the information is more precise. However, there are disadvantages from a system design perspective. The router has to generate a new packet on the data path, which is typically implemented in hardware for high-speed requirements. To reduce such complexities in the hardware design, the data path informs the control processor to generate the source quench message, which is injected into the data path for forwarding it to the source.

22.6.2 Explicit Congestion Notification

Explicit congestion notification (ECN) is another feedback scheme that indicates congestion information by marking packets instead of dropping them. The destination of marked packets returns this congestion notification to the source. As a result, the source decreases its transmit rate. The implementation of ECN uses an ECN-specific field in the IP header with two bits—the ECN-capable Transport (ECT) bit and the Congestion Experienced (CE) bit. These two bits are mapped to bits 6 and 7 of the DSCP field in the IP header as shown in Figure 22.11. Both ECT and CE bits allow for four ECN field combinations—“00,” “01,” “10,” and “11.”

The ECN field combinations “01” and “10” are set by the data sender to indicate that the endpoints of the transport protocol are ECN capable. The non-ECT combination “00” indicates a packet that is not using ECN. The CE combination “11” is set by a router to indicate congestion to ECN-capable host systems. Table 22.1 summarizes each of the ECT and CE bit combination settings, including a brief note about how it is used.
22.6 Explicit Feedback Schemes

**Figure 22.11** ECN field in the differentiated services field of IP packet header.

**Table 22.1** ECN bit setting.

<table>
<thead>
<tr>
<th>ECE Bit</th>
<th>CE bit</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>Not ECN-capable</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>ECN-capable end hosts</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>ENC-capable end hosts</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>Congestion experienced</td>
</tr>
</tbody>
</table>

The primary motivation for using two combinations for ECT is twofold. First, it allows a data sender to verify that intermediate routers and switches are not erasing the CE combination. Second, it allows a data source to check whether the data receivers are properly reporting to the sender the receipt of packets with the CE combination as required by the transport protocol.

To identify congestion and mark the packets, routers use the same algorithm as RED but modified to identify ECN field combinations. The modified algorithm is described as follows:

- If the queue occupancy is below $Q_{\text{min}}$, the packets are transmitted independently of whether ECN is enabled or not. This is similar to the normal RED algorithm.
- If the queue occupancy is between $Q_{\text{min}}$ and $Q_{\text{max}}$, then the ECN field in the IP header is examined. Depending on the combination that occurs in the ECN field, one of the following scenarios can occur:
  - If the ECN field contains “00,” then the end host systems are not ECN capable and the packet might be dropped based on the drop probability generated by the RED algorithm. This behavior is identical to normal RED behavior as described in Section 22.4.
  - If the ECN field contains either “01” or “10,” then the RED algorithm determines whether the packet should have been dropped based on the drop probability. If the decision is to drop, then the ECN field is set to “11” and the packet is transmitted. Since ECN is enabled, the packet gets marked instead of being dropped.
  - If the ECN field contains “11,” then the packet is transmitted. It means that some upstream router has experienced congestion and this information needs to be passed on further and ultimately indicated to the destination.
- If the queue occupancy is greater than $Q_{\text{max}}$, packets are dropped based on the drop probability generated by the RED algorithm. Again, this behavior is identical to the normal RED behavior.
For ECN to work, the end hosts using TCP and the intermediate routers should cooperate. When a packet arrives with the ECN field containing “11,” the end host needs to recognize that congestion has occurred and invoke the congestion control algorithm, which must be the same as the congestion control response to a single *dropped* packet. Thus, when an ECN-capable source running TCP receives a packet with the CE combination set, it should respond by halving its congestion window. Such behavior is required for the incremental deployment of ECN in end systems and routers.

ECN is similar to an earlier scheme known as the DECbit scheme [575]; however, there are quite a few differences. In the DECbit scheme, the algorithm for generating the notification is coupled with the actual mechanics of how to carry notification. However, ECN just outlines how the congestion notification is carried to the destination and back to the source in IP networks. It is not tied to any queue management algorithm and is typically used in conjunction with RED. Further, the DECbit scheme uses only a single bit to indicate congestion as opposed to two bits in ECN.

While the key benefits of ECN are similar to RED, there are additional benefits that ECN provides. Unlike RED, which drops packets and wastes network resources used to forward packets to the point where they experience congestion, ECN, by marking the packets, avoids such resource waste. With ECN, TCP hosts can distinguish between packet loss due to transmission errors and congestion signals. This could be especially useful in networks with relatively high bit error rates. Also, since ECN uses bits in the packet header carrying data, it does not add any additional traffic to an already congested network. Furthermore, ECN provides flexibility to deploy incrementally in the Internet.

### 22.7 New Class of Algorithms

Even though RED is an improvement over traditional drop tail policies, there are a few shortcomings. The fundamental problem in RED is the use of queue length as an indicator of congestion in the network and the assumption that larger queue length means larger number of flows are competing for the bandwidth of the outgoing link. This need not be true. For instance, a single flow can transmit at a rate greater than the bottleneck output link capacity during a brief busy period. This could result in the buildup of queues that are easily as large as the queue length with large number of flows. If the packet interarrival time follows the exponential distribution (see Appendix B.10) the queue length relates directly to the number of flows—a well-known result in queueing theory. However, this is not the case with Internet and, thus, RED requires tuning a range of parameters to operate correctly under different congestion scenarios.

Thus, instead of using the average queue length, the stochastic fair blue (SFB) algorithm [222] is based on the history of the packet loss and link utilization for managing congestion. Unlike RED, SFB maintains only a single probability $P$—this is used for deciding whether an incoming packet should be dropped. If the queue continues to drop packets due to buffer overflow, the drop probability is increased; it is decreased as the queue becomes empty or the output link is idle.

The active queue management schemes discussed so far rely on end hosts being cooperative. In other words, the end hosts react to congestion feedback by slowing the transmission rate similar to TCP. However, new classes of applications such as video streaming do not
always use TCP-like congestion control and, thus, do not react to the congestion feedback from the network. Such applications could essentially consume an unfair amount of bandwidth affecting responsive flows and leading to a high packet loss rate in the network. This effectively reduces the throughput of the network. The idea behind these approaches is to detect unresponsive flows and to limit their rates so that they do not impact the performance of responsive flows [226].

You may note that datagram congestion control protocol (DCCP) [371] has recently been proposed in the standards track in IETF. DCCP is meant for use in UDP-based applications that might require timeliness as well as reliable delivery; for that, TCP-friendly rate control and TCP-like congestion control have been proposed—see [229], [230].

22.8 Analyzing System Behavior

From the discussions presented so far, you can see that a combination of features might be employed at a router that spans from scheduling to congestion control. This raises an important question: how do we know one scheme is better than another, and more importantly, when multiple features are in place, how do we know whether the overall system is behaving as intended?

From our earlier discussion, we know that a major trade-off to consider with any scheduling discipline is to understand if it is fair to different traffic classes, yet can be implemented with low time complexity. Typically, in this trade-off, low time complexity is preferable from a router implementation point of view while the solution might not be fully optimal from the scheduling discipline point of view. Thus, understanding the details of such a trade-off, the time complexity analysis is important. Furthermore, it is important to get an idea on performance impact. Since packet arrival is of a bursty nature, developing analytical models is typically difficult. Thus, often such analysis entails doing a simulation model-based analysis where realistic traffic streams are mimicked, and then doing a systematic assessment of the behavior observed based on output of such simulations.

Similarly, to understand any implicit or explicit feedback mechanisms, performance analysis is required. Typically in such analysis, traffic sources that follow TCP congestion control mechanisms are considered. Since the overall analysis requires knowing how a router handles congestions, often a network topology is needed for such studies. A commonly used topology for such studies is known as the dumbbell topology—this means that several TCP sessions share a bandwidth-limited bottleneck link with two routers [226]. You may note that most such analysis avoids bringing the routing component into the picture. Why so? First, in such studies, the goal is to understand the basic behavior without complicating it by considering too many dimensions. Second, in many instances, it is fair to assume that routing would not change in a short window time frame during which one might be interested in congestion behavior or buffer management. Yet, it is important to understand the relation between congestion control and routing, for example, if there is a link or a router failure—such analysis using simulation or a simulated environment, however, requires consideration of many parameters or factors in a systematic manner [64], [581], [635].

What tools can you use for such analysis? From a simulation point of view, ns-2 [525] is a widely popular public domain platform. There are commercial tools available from vendors such as OPNET [536] that allow simulation of control mechanisms along with routing. In
either type of platform, to try out a new area, writing a new software code segment is often necessary. Certainly, any ability to test a concept through a virtual platform that operates on the Internet is important. Several such approaches are currently ongoing [535], [568], [722].

22.9 Summary

We started this chapter with a discussion of different queueing disciplines that a router might employ for scheduling packets. Critical issues are whether a discipline is fair to different traffic streams, yet packet processing can be done efficiently. In this regard, deficit round-robin and modified deficit round-robin schemes are found to be most preferred. It is, however, important to note that most scheduling algorithms base their decisions using flow-level information in order to provide flow-based “fairness.” On the other hand, there are several newer classes of applications that create multiple TCP flows in parallel. Thus, if we were to consider at the level of application session-level fairness, application sessions with parallel TCP flows can receive unduly higher fairness. For such situations, how a router can provide application-level fairness is still an on-going research problem.

Congestion in routers can occur due to various factors. Thus, schemes are needed to handle congestion, which can be broadly divided into implicit feedback schemes and explicit feedback schemes. The implicit feedback schemes rely on the local observations at the end-hosts to infer about congestion in the network, and drop packets at routers. However, explicit feedback schemes rely on conveying the congestion notification explicitly.

We ended the chapter by including a brief discussion on how to analyze system behavior when there are a variety of factors to consider in regard to congestion control and routers.

Finally, it is important to realize that there is a direct connection between how well a network is traffic engineered along with buffer sizing and the congestion perceived by users. For example, from the viewpoint of an ISP, its goal is to serve its customers with good quality of service, which may be based on service level agreements; thus, the ISP wants to engineer its network at an adequate performance level. For instance, many providers use 95th percentile of traffic volume to engineer their networks. Thus, unless there is a sudden surge in traffic due to unanticipated demand, most well-engineered networks should be able to avoid network level congestions. This is important to keep in mind.

Further Lookup

The literature on packet queueing and scheduling and active queue management is vast. We highlight only a few examples here. For a general processing sharing principle, refer to [543], [544]. For various queueing disciplines, see [72], [378], [379], [640], [670].

For early works on congestion control in packet networks, see [52], [575], [508]. For active queue management, through mechanisms such as RED and its many variations, see [88], [222], [227], [295], [343], [495], [410], [762]. It is worth noting that if a buffer is small, RED might not lead to improvement in network performance [451]; thus, it is important to size the buffer properly for traffic engineering (refer to Section 7.2.3). For understanding the interaction of congestion control and routing, refer to [64], [288], [581], [598], [635].

For the recently proposed datagram congestion control protocol (DCCP) and its TCP-friendly rate control and TCP-like congestion control mechanisms, see [229], [230], [371].
Finally, readers might be interested in comparing congestion control mechanisms used for voice call traffic in the PSTN, discussed in Section 11.6, with the ones discussed in this chapter for the Internet.

**Exercises**

22.1 Explain different packet scheduling disciplines, their strengths and limitations, and deficit round-robin scheme.

22.2 Consider Example 22.2; work through the numbers if the quantum credit for each queue is reduced to 300.

22.3 Explain why it is important to consider TCP congestion control mechanisms in a router design.

22.4 Explain strengths and limitations of the random early detection mechanism and its variations.
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Traffic Conditioning

We used to think that if we knew one, we knew two, because one and one are two. We are finding that we must learn a great deal more about “and.”

Arthur Eddington

Reading Guideline

The traffic manager at a router is responsible for traffic conditioning. This chapter can be read independently; however, the background material presented in Chapter 14 on router architectures helps in understanding the overall role of the traffic manager.

D. Medhi and K. Ramasamy, Network Routing: Algorithms, Protocols, and Architectures. © 2007 by Elsevier, Inc. All rights reserved.
While the original service model for IP is the best-effort service model, over the past decade the differentiated service ("diff-serv") model has become popular. The difficulty with the best effort service model is that it provides little guarantee of any kind on quality of service. The differentiated services model allows traffic classification to be applied to arriving packets for treatment through a traffic conditioner. Through this process, a form of soft quality of service can be assigned to different service classes. For example, such classification can be for certain customer’s traffic that may be based on service level agreements. In other words, to meet service level agreements for a certain customer’s traffic, a quality of service mechanism is needed. This is where the diff-serv model comes into the picture, and the need for traffic conditioning. In essence, service providers need mechanisms to discriminate traffic from various subscribers and limit their rate and volume of traffic entering into the network. In this chapter, we focus on such mechanisms, namely, traffic shaping, traffic policing, and packet marking toward ensuring service level agreements.

### 23.1 Service Level Agreements

We first start with a discussion of service level agreements. A service level agreement (SLA) is a formal contract that exists between a customer and a service provider that specifies the forwarding service the customer will receive from the service provider during the duration of the agreement. In addition, it details the penalties assessed when any of the clauses in the SLA are violated by the service provider. As more and more enterprises depend on outsourced services, they rely on SLAs to guarantee specific levels of functionality and availability.

While there are different types of SLAs governing different aspects of the outsourced business, we focus our attention on the network service SLA, referred to as a network SLA. A network SLA specifies its objectives in terms of network performance between one or more exchange points on its network. A network SLA typically covers the following:

- **Physical network characteristics:** This covers the type of network infrastructure service that the service provider is willing to provide. These are expressed as network availability (system uptime) and network capacity (throughput). While most enterprises desire 100% availability, it might not be necessary in many environments. For instance, in environments for e-commerce, 100% availability is critical. However, for traditional business environments, an average ranging from 99.5% to 99.9% might be acceptable. When specifying throughput, a network’s capacity is detailed in the capacity of the backbone connections within the network’s core, such as 10 Gbps.

- **Network connection characteristics:** This aspect of the SLA provides details about the bandwidth being provisioned, the acceptable rate of data losses, error rate, end-to-end latency, and jitter. While most of the service providers guarantee 99% packet delivery rates, this might not be sufficient for real-time applications such as voice over IP (VoIP), interactive video, and so on. For the predominant web browsing traffic, losses of up to 5% might be acceptable. Similar to data loss, latency and jitter are critical for VoIP and multimedia traffic; these applications require response times of 100 millisecond or less. Many service providers in the United States and Europe often guarantee a round-trip delay of 85 millisecond between the routers in their core networks.

We next present an example of a network SLA.
Example 23.1  *A network SLA.*

An enterprise customer uses an Internet service provider (ISP) to receive dedicated Internet access to connect to its remote sites. The customer and the ISP agree to the following network SLA, which defines the requirements of the service by the customer and the commitments by the service provider.

- **Network availability:** The network will be available to the customer free of network outages 99.95% of the time, which is the standard service-level guarantee. In the case of unplanned down time, the customer will be compensated 10% of the monthly bandwidth charge. The service provider may suspend the service occasionally for operational reasons and network upgrades without invalidating the service-level guarantee of 99.95%.

- **Network connection:** The amount of bandwidth available to the customer is 10 Mbps for download and 5 Mbps for upload. The average available bandwidth will not be less than the specified amount for more than 0.1% per month.

- **Latency and jitter:** The average monthly packet loss on the core network will not exceed 0.2%. The average monthly latency on the core network will be 50 millisec or less. The average jitter will be 250 μsec or less. The maximum jitter on the core network will not exceed 10 millisec more than 0.2% per month.

23.2  Differentiated Services

From the above discussion, we can see that SLAs provide a way to specify agreements. Conceptually, however, how do we provide differentiated services as an operational framework so that SLAs can be met? A simple way to understand this framework is shown in Figure 23.1. Arriving packets are first processed through a packet classifier, which is then handled through the traffic conditioning phase. As you can see, the traffic conditioning phase has four main components: traffic meter, packet marker, traffic shaper, and traffic policer. Through these

![FIGURE 23.1 An operational framework for differentiated services.](image-url)
components, the traffic conditioning phase attempts to ensure SLAs. In particular, it ensures that an arriving packet does not violate agreements.

How do you communicate that a packet is needed to be treated in a certain manner? The differentiated services architecture allows such packet marking using the type of service (TOS) field in the IPv4 header or the traffic class field in IPv6 header. Specifically, 6 bits are used for differentiated service code point (DSCP), which is then part of the TOS or traffic class field.

### 23.3 Traffic Conditioning Mechanisms

Now let us illustrate traffic condition mechanisms through a network example. Consider Figure 23.2 where the possible locations of traffic shaping, marking, and policing are shown; here, ISP2 serves as the backbone service provider for the tier 2 ISPs, ISP1 and ISP3. In this case, the ISP1 and ISP3 are subscribers to ISP2. For the sake of discussion, assume that as a part of the SLA between ISP1 and ISP3, ISP1 can upload a committed rate of 1 Gbps worth of traffic (upload bandwidth of 1 Gbps) and download a committed rate of 3 Gbps of traffic. Similarly, assume that the SLA between ISP2 and ISP3 specifies that ISP2 upload bandwidth is limited to 5 Gbps and download bandwidth to 10 Gbps.

When traffic from ISP1 is handed off to ISP2, it is the responsibility of ISP1 not to exceed the committed upload rate of 1 Gbps. The mechanism used to enforce that a stream of packets transmitted from a router conforms to a specific rate is called **traffic shaping**. In other words, when the traffic is handed off to another network, the traffic is shaped so that the SLAs are not violated.

Similarly, when traffic is received by ISP2 from ISP1, it needs to ensure that the traffic sent by ISP1 indeed does not exceed 1 Gbps. When the rate is exceeded, it is considered as a violation of SLA and ISP2 has two options for dealing with such traffic. One option is to drop the excess traffic; the other option is to mark this excess traffic as “out-of-profile” for the given SLA. The out-of-profile traffic can be handled according to a certain policy. For instance, one policy might be to drop such traffic and the other is to admit this traffic into the network as best-effort delivery. In other words, the out-of-profile traffic dropped when congestion is encountered in upstream routers; otherwise, the packet is delivered to its destination.

The mechanism of monitoring the incoming traffic rate and dropping packets when the agreed rate is exceeded is called **traffic policing**. Marking the packets as out-of-profile when they exceed the rate and processing them according to a policy is called **packet marking**. One

![Figure 23.2 Traffic shaping, policing, and marking in networks.](image-url)
can view packet marking as a gentler incarnation of traffic policing which provides the flexi-
bility to handle excess traffic.

Various traffic conditioning mechanisms assume that the packets from one subscriber can
be distinguished from another subscriber. For instance, if ISP1 and ISP3 are connected to ISP2
using a single router, there is a need to segregate (classify) the packets. Such a classification
is possible in practice using several fields in the IP header along with efficient algorithms
for processing the same, as outlined in Chapter 16. In other words, packet classification is
possible, other than fully relying on diff-serv code points.

23.4 Traffic Shaping

Traffic shaping regulates the rate and volume of traffic of an individual flow or an aggregate
of flows admitted into the network. Note that an aggregate flow could mean all the flows
whose traffic is sent out on the same interface. While traffic shaping can be used in many sit-
uations, the primary use is to smooth the traffic to a certain rate and ensure that traffic adheres
to the SLA. Additionally, traffic shaping can be used to mitigate congestion by smoothing the
bursty traffic such that the transmitted rate does not exceed the access speed of the target
interface. Now let us see a few concrete examples of use of traffic shaping.

Example 23.2 The need for traffic shaping.

Consider the network shown in Figure 23.3. The service provider network directly con-
nects to two content providers, CP1 and CP2 and an enterprise customer E. In addition, two
residential customers C1 and C2 are connected indirectly through a point of presence (POP).

• Control access to bandwidth: Consider the enterprise customer E interested in controlling the
  bandwidth of outbound traffic due to a tier-pricing agreement with the service provider.
The service provider might have provided a high-bandwidth connection circuit such as
  DS3 to customer E; however, the pricing might be based on the average utilization of the
circuit. Thus, the customer has the flexibility to move to a higher bandwidth quickly in
the future, but in the short term, to control expenses, can use shaping at router R9 so that
the traffic submitted to ISP does not exceed a subrate. The shaped traffic, from router R9
  to R8, is indicated in the Figure 23.3 using bold arrows.

• Limiting per-user traffic: Assume that the residential customers C1 and C2 connected to the
  ISP have signed up for services that provides different download speeds. For the sake
  of discussion, let us say that customer C1 has signed up for a service that provides a
download speed of 1 Mbps. Similarly, customer C2 has signed up for a service that allows
  a download speed of 512 Kbps. Traffic shaping allows the service provider to set per-
user traffic limits by configuring policies at router R1 and ensures that the user gets what
he/she pays for. When traffic is limited in this fashion, users can still access whatever they
want, but the flows are smoothed out to the specified limit rather than attempting to use
all or much of the total available network capacity. Again, the shaped traffic is indicated
  in Figure 23.3 using bold arrows flowing from router R1 to customers C1 and C2.
FIGURE 23.3 An ISP network.

Since shaping takes place at an egress interface in the router, it may be necessary to classify a packet to a flow earlier, possibly at the ingress interface. There are two predominant methods for traffic shaping:

- **Traffic smoothing**: This method eliminates bursts and presents a steady stream of traffic to the network, which can be implemented using a leaky bucket algorithm.
- **Traffic burst shaping**: This method shapes burst of predetermined size by averaging over a time window, which can be implemented using a token bucket algorithm.

Both schemes have different behavior and rate-limiting capabilities resulting in output streams with different characteristics. Most often in the literature, the leaky bucket and token bucket algorithms are discussed under the same name.

### 23.4.1 Leaky Bucket

A leaky bucket algorithm is primarily used to control the rate at which traffic enters the network. It provides a mechanism for smoothing bursty input traffic in a flow to present a steady stream into the network. In other words, the leaky bucket enforces a constant transmit rate regardless of the erratic burstiness in the input traffic of a flow.

The leaky bucket algorithm can be conceptually explained as follows. Imagine having a bucket per flow that has a hole at the bottom. An unregulated stream of packets arriving in the flow is placed in this bucket. The packets are drained slowly through the hole at the bottom and transmitted into the network at a constant rate of $r$ bytes per sec. The bucket size (depth) is limited, say $b$ bytes. When the rate of unregulated packets entering the bucket is
greater than the drain rate of $r$, the bucket could be filled up. If a new packet arrives when the bucket is full, the entire packet is discarded. The leaky bucket is illustrated in Figure 23.4.

If the transmit rate is $r$ bytes per sec, theoretically traffic should be injected at a rate of 1 byte every $1/r$th of a second. Since IP packets are an integral number of bytes, multiple bytes might have to be sent together approximating the theoretical rate, as measured over a longer interval. Consider an example where the transmit rate $r$ is 1.2 Mbps. This implies that a byte needs to be sent every $6.7 \mu \text{sec}$. Hence, a 1500-byte packet will be sent every 10 millisecond or perhaps 500 bytes every 3.3 millisecond, thus averaging 1.2 Mbps over a longer time interval.

The leaky bucket algorithm can be easily implemented using a bounded first-in, first-out (FIFO) queue, a timer, and a counter $X$. The timer expires every second and increments the counter by $r$. The size of the first packet in queue $P$ is compared with the counter value $X$. If $X > P$, the counter is updated with $X = X - P$ and the packet is transmitted. Subsequent packets in the queue can be transmitted as long as the counter value $X$ is greater than the size of the packets. When the counter value $X$ is less than the next packet in the queue, transmission is stopped until the next second. In the next second, the counter value is updated with $X = r$ and the transmission of traffic continues.

If there are packets waiting in the queue when a new packet arrives, the size of the new packet $P$ is added with the sum of the sizes $S$ of all packets in the queue. If $P + S > b$, it represents a queue overflow (similar to bucket overflow) and the packet is discarded. Otherwise, the packet is queued.

Thus, the leaky bucket algorithm manages the flow of data into the network such that the packets are not forwarded at a rate greater than the network can or is willing to absorb. The bucket size $b$ bounds the amount of delay that a packet can experience at this traffic shaper. The transmit rate $r$ and bucket size $b$ are typically user configurable.

A significant drawback of the leaky bucket algorithm is that it strictly enforces the average rate of a flow, no matter how bursty the traffic is. As many Internet applications are bursty in nature, it helps to allow some burstiness in a flow.

### 23.4.2 Token Bucket

A token bucket provides a mechanism that allows a desired level of burstiness within a flow by limiting its average rate as well as its maximum burst size. A token bucket can be viewed as an abstraction of rate of transfer expressed as a relationship between a committed burst size $B$, a committed information rate, CIR, and a time interval, $T$.

\[
\text{CIR} = B/T,
\]
where

- **Committed information rate (CIR)** specifies the amount of data that can be sent per-unit time interval and represents the long-term average rate at which a flow can send its data into the network. Sometimes this parameter is referred to as the **mean rate**. The mean rate is specified in bits per sec or bytes per sec as IP packets are of variable length.

- **Committed burst size (CBS)** specifies the maximum number of bytes that can be transmitted into the network in an extremely short interval of time. In theory, the committed burst size, as the time interval tends to zero, represents the number of bytes that can be instantaneously transmitted into the network. However, in practice, it is not possible to instantaneously send multiple bytes into the network since there is an upper bound on the physical transmission rate that cannot be exceeded.

- **Time interval (T)** specifies the time per burst.

According to the definition, the rate of the traffic sent over the network, over any integral multiple of the time interval, will not exceed the mean rate. However, within the interval, the rate can be arbitrarily fast. For instance, consider a flow that is constrained to send data at an average rate of 12,000 bits per sec. This flow can send 3000 bits within a time interval of 100 millisec. When considering this 100-millisec interval, it might appear that its average rate is 30,000 bits per sec. However, as long as the flow does not send more than 9000 bits in the second interval containing the 100 millisec in which it sent 3000 bits, it will not exceed the average of 12,000 bits per sec. Before examining the token bucket algorithm, let us consider an example of how a token bucket is specified.

**Example 23.3 Specifying a token bucket.**

Assume that the traffic needs to be sent into the network at a mean rate CIR of 2.4 Mbps. If a burst for a duration of 10 millisec (= 0.01 sec) needs to be sustained, the CBS can be calculated using the token bucket definition as

$$CBS = \frac{2,400,000 \text{ bits/sec} \times 0.01 \text{ sec}}{8 \text{ bits/byte}}.$$ 

which yields 3000 bytes. Thus, the token rate is 300,000 (=2,400,000/8) bytes per sec, the CBS is 3000 bytes, and the token interval (T) is 10 millisec. Therefore, the token generator credits the token bucket with 3000 bytes worth of tokens every 10 millisec. This indicates that the conforming traffic will, in the worst case, come in 100 bursts per sec of 3000 bytes each and at a CIR not exceeding 2.4 Mbps.

**Algorithm**

Based on the token bucket definition, an algorithm can be devised that controls the rate of the traffic in such a way that over a long time period the average allowed rate approaches the desired mean rate CIR asymptotically and over a short time interval the burst size of the traffic is upper bounded by bucket size CBS. The algorithm assigns a token bucket for each flow that consists of a bucket which can hold up to CBS tokens. Each token can be considered as
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**Figure 23.5** Token bucket algorithm.

A permission for the source to transmit a certain number of bits into the network. These CBS tokens in the bucket represent the allowed burst size. New tokens are added to the bucket at the rate of CIR tokens per token interval. If the bucket contains less than CBS tokens when a new token is generated, it is added to the bucket; otherwise, the newly generated token is dropped and the token bucket remains filled with CBS tokens. A conceptual illustration of the token bucket algorithm is shown in Figure 23.5.

Now, continuing with the algorithm, the packets arriving in a flow are placed into a packet queue that has a maximum length of $L$. If the flow delivers more packets than the queue can store, the excess packets are discarded. When a packet of size $P$ bytes arrives in a flow, one of the following cases will apply.

- If the token bucket is full, $P$ tokens are removed before the packet is transmitted into the network.
- If the token bucket is empty, the packet is queued until $P$ tokens are accumulated in the bucket. Eventually, when the bucket contains $P$ tokens, that many tokens are removed from the bucket and the packets are transmitted into the network.
- Finally, consider the case when the token bucket is partially filled with, say $X$ tokens. If $P \leq X$, then $P$ tokens are removed from the bucket and the packet is sent into the network. If $P > X$, the packet is queued and it waits until the remaining $P - X$ tokens are accumulated. Once the bucket accumulates the required $P$ tokens, they are removed from the bucket and the packet is forwarded into the network.

If packets arrive in short bursts, up to CBS tokens would be available in the bucket, and, thus, up to CBS bytes would still get through. As a consequence, the maximum burst size is limited to at most CBS bytes for the flow. Furthermore, as the token replenishment rate is CIR tokens every token interval $T$, the maximum number of bytes that can enter the network over any time period of $t$ is $CBS + t \times CIR / T$. Thus, the token replenishment rate, CIR, serves to limit the long-term average rate of bytes entering the network. The length of the packet queue bounds the delay incurred by a packet. Now let us consider an example that illustrates how traffic in a flow gets shaped using token bucket.
Example 23.4  *Shaping traffic using token bucket.*

Consider the token bucket specification of Example 23.3. In this case, the CBS is 3000 bytes. Hence, the token bucket receives 3000 tokens every 10 millisec so that the CIR does not exceed 2.4 Mbps.

Now let us consider a sequence of packets of a flow as shown in Figure 23.6. It shows the time of arrival and departure for packets and the time of arrival of tokens into the bucket. The packets are referred to using the alphabetical letters A through F along with the size of the packet.

To start, assume that the token bucket contains 3000 tokens when time \( t = 0 \). At time \( t = 1 \) millisec, packet A of size 1000 bytes arrives. Since the the bucket contains enough tokens, the packet is immediately transmitted and 1000 tokens are removed from the bucket leaving only 2000 tokens. Now packet B of size 1500 bytes arrives at \( t = 5 \) millisec which is also transmitted immediately since 1500 tokens are available. After the packet B is transmitted, the bucket is left with 500 tokens. At \( t = 8 \) millisec, packet C of size 700 bytes arrives. Since there are not enough tokens in the bucket, packet C is queued.

A fresh set of 3000 tokens is credited to the bucket at \( t = 10 \) millisec. However, there are 500 tokens already and, thus, only 2500 of the new 3000 tokens are added so that the total does not exceed the burst size of 3000 tokens. The rest of the tokens are discarded. Now the packet C can be transmitted as the bucket has enough tokens. Thus, it departs at \( t = 10 \) millisec and the bucket is left with 2300 tokens after deducting 700 tokens for packet C. Packet D of size 2000 bytes that arrives at \( t = 12 \) millisec is immediately transmitted leaving only 300 tokens...
in the bucket. Now packet $E$ of size 1700 bytes and $F$ of size 1600 bytes, which arrive at $t = 14$ millisec and $t = 18$ millisec, respectively, are queued since not enough tokens are available.

At $t = 20$ millisec another fresh set of 3000 tokens is credited to the bucket. Out of these, 300 tokens are discarded since 300 tokens from the previous interval are present in the bucket. Now packet $E$ is transmitted, as sufficient tokens are available after a delay of 6 millisec. The remaining 1300 tokens are not enough for packet $F$. Thus, it has to wait until the next token interval when a new set of tokens arrives at $t = 30$ millisec. Finally, packet $F$ is transmitted at $t = 30$ millisec after a delay of 12 millisec. We can see that a total of 8500 bytes was transmitted in an interval of 30 millisec and, thus, the rate of transfer is $2.26$ Mbps ($= 8500 \times 8/(30 \times 10^{-3})$), which is less than the mean rate of 2.4 Mbps.

### Implementation

The token bucket algorithm can be easily implemented using a counter and a timer per flow. The timer expires every token interval $T$ and increments the value of the counter by CIR tokens. This value is never allowed to go more than the CBS. When a packet arrives and if the counter value is greater than the packet size, it is transmitted, and the counter is decremented the packet size. If the packet size is greater than the counter value, the packet is queued until enough value is accumulated in the counter when the timer expires in subsequent intervals. The disadvantage of this approach is that it might not be scalable, as the number of flows increases and so does the number of timers.

Alternatively, the implementation uses a counter and a variable that stores the arrival time of the last packet. It uses the interarrival packet time to compute the number of tokens. Whenever the next packet arrives, the time between packet arrivals is calculated. If $t_1$ is the time of arrival of the previous packet and $t_2$ is the time of arrival of the current packet, then the number of tokens to be credited is calculated as $(t_2 - t_1) \times \text{CIR}$. If there are $N$ flows to be shaped, it requires $2N$ integers and, thus, the implementation scales linearly. We shall illustrate the use of this method in Example 23.6 when discussing traffic policing.

### 23.5 Traffic Policing

Traffic policing allows us to control the maximum rate of traffic for an individual flow or an aggregate of flows. It is typically used at the edge of the network to limit the traffic entering network. Let us illustrate the need for traffic policing using a few examples.

#### Example 23.5  Limiting the data rate using traffic policing.

There are several scenarios in which an ISP might have to limit the data rate:

- **Provision subrate delivery:** The enterprise customer $E$ might require a bandwidth that might be a fraction of a T1 interface (384 Kbps). In such cases, the ISP might have to deliver the full T1 connection and use a traffic policing mechanism to restrict the bandwidth to what the customer has requested. This is because it might be less expensive than some of the alternate options like using Frame Relay. When the customer requests more bandwidth, the ISP can do an upgrade by simply modifying the policer to allow more traffic.
• **Rate control of P2P traffic**: Use of P2P applications like Kazaa and Bit torrent by residential customers $C_1$ and $C_2$ can consume a lot of bandwidth, affecting critical business applications running on the ISP network. This could incur huge penalties for the ISP if SLAs are not met. If the contents of these P2P applications are fetched from content providers $CP_1$ and $CP_2$, then the ISP needs to enable traffic policers at routers $R_4$ and $R_7$. These traffic policers distinguish the P2P traffic from normal traffic and restrict the rate of such traffic entering the ISP network. The P2P traffic can be either dropped or marked as lower priority before being admitted into the network.

• **Improved network security**: The ISP might need to police the ping traffic to a reasonable amount that would increase the overall security of the network from DOS attacks. The policing of ping traffic does not preclude someone from launching ICMP-based attacks, but to some extent drops a good portion of the attack traffic as it enters the ISP’s network, thereby reducing its impact on the internal network resources.

If policing determines that the traffic in a flow falls within the rate parameters (in-profile), then the packet is transmitted into the network. However, if the traffic exceeds the rate parameters (out-of-profile), then an action is applied based on the policy defined. The action can be either to drop packets immediately or transmit the packets to the network but marked with a lower priority. We refer to the action of dropping packets as **traffic policing** and the action of lowering the priority of out-of-profile packets as **packet marking**, which is discussed in detail in Section 23.6.

Traffic policing uses the same token bucket algorithm described in Section 23.4.2 for regulating traffic. Unlike shaping, where the token bucket algorithm uses a queue for storing packets when sufficient tokens are not available, traffic policing does not use a queue as it discards packets in such cases. The token bucket algorithm itself does not determine whether the packets must be queued or discarded. It just discards tokens when the bucket is full, and when there are no sufficient tokens available for a packet, it delegates the action of handling the packet depending on shaping or policing. Let us examine a sequence of packets to understand how the token bucket algorithm is used for traffic policing.

**Example 23.6  Policing traffic using token bucket.**

Consider policing the traffic shown in Example 23.4. Assume that there are 3000 tokens at $t = 0$. When packet $A$ of size 1000 bytes arrives at $t = 1$ millisecond, 300 ($= 1$ millisecond $\times$ 3000/10 millisecond) tokens are generated, which are discarded since the bucket is already full. Since there are enough tokens available in the bucket, the packet is transmitted and 1000 tokens are removed from the bucket, leaving 2000 tokens. Now packet $B$ of size 1500 bytes arrives at $t = 5$ millisecond, and it is 4 millisecond since the last packet arrived. Hence, a new set of 1200 ($= 4$ millisecond $\times$ 3000/10 millisecond) tokens is credited. However, 200 tokens are discarded as the bucket overflowed after a total of 3000 tokens. As the bucket contains sufficient tokens, packet $B$ is transmitted and 1500 tokens are left in the bucket (Figure 23.7).

The same procedure is repeated for packet $C$ of size 700 bytes and packet $D$ of size 2000 bytes. After packet $D$ is transmitted at $t = 12$ millisecond, the bucket is left with 900 tokens. When packet $E$ arrives 2 millisecond later, 600 ($= 2$ millisecond $\times$ 3000/10 millisecond) new tokens are generated. However, a total of 1500 tokens is not enough to transmit packet $E$ and, thus,
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FIGURE 23.7 Policing traffic using the token bucket algorithm.

it is dropped. After 4 millisecond, when packet $F$ arrives at $t = 18$ millisecond, a new set of 1200 ($= 4$ millisecond $\times 3000/10$ millisecond) tokens is added to the bucket totaling 2700 tokens. This is enough to transmit packet $F$.

23.5.1 Comparing Traffic Policing and Shaping

Even though shaping and policing control the rate of the traffic, there are substantial differences, which are summarized in [139]. The key difference is that traffic shaping not only limits the flows to a specified rate but also buffers the nonconforming traffic. The result of shaping is that the traffic is output at a smoothed rate. In contrast to shaping, policing propagates bursts and does not buffer nonconforming traffic; instead, it just simply drops the packet when the traffic rate exceeds the specified limits. The result is an output rate that appears as a sawtooth with crests and troughs. This is illustrated in Figure 23.8. The leftmost figure indicates the variation of input traffic rate over time, the middle figure shows the output rate of shaped traffic, and the rightmost figure shows the output rate of policed traffic.

Since shaping needs to buffer nonconformant traffic, it requires a queue with sufficient amount of memory. Typically, traffic shaping is applied for outbound traffic. However, since policing drops nonconformant traffic, it can be applied to inbound or outbound traffic in a router. Traffic shaping introduces delay as it buffers nonconforming traffic. However, policing does not introduce any additional delay or jitter in the traffic.
FIGURE 23.8 Comparing traffic policing and shaping.

23.6 Packet Marking

The action of lowering the priority of out-of-profile packets by modifying one or more header bits is referred to as packet marking. Marking out-of-profile packets serves as a hint to the next-hop downstream routers to handle them differently. For example, an access router that polices the traffic can mark a packet by changing its header bits so that core routers give the packet a higher probability of dropping during periods of congestion while they continue to deliver in-profile traffic.

While traffic policing takes a hard approach of dropping out-of-profile packets, packet marking uses a softer approach by postponing the decision to discard a packet to a downstream router, which is congested. As a result, when the available bandwidth is plentiful, service providers can deliver higher levels of service to all subscribers. At the same time, they are able to protect the shared network resources and meet the subscriber SLAs during periods of scarce bandwidth.

Packet marking can also be implemented using token bucket. When a packet arrives and if there are enough tokens available for the packet to be transmitted, it is considered as in-profile; otherwise, it is out-of-profile. If different rates need to be enforced for different flows then multiple token buckets with the appropriate bucket size and token replenishment rate can be run simultaneously. When a packet arrives, it is associated with a flow using packet classification based on the policies or rules configured in the router. Depending on the flow, the appropriate token bucket is chosen and the packet is marked as in-profile or out-of-profile. Based on the actions configured in the rules, the packets are subsequently dropped or marked. This is shown in Figure 23.9.

After marking, the packets are passed to output queueing and scheduling and finally transmitted on the output link. If the output link experiences congestion, then the priority is to drop the out-of-profile packets. A simple approach to drop more out-of-profile packets is to reduce their priority by segregating them from in-profile packets and assigning them to lower-priority queues. The in-profile packets are assigned to higher-priority queues. However, this can result in reordering of out-of-profile packets relative to in-profile packets. The reordering occurs when an out-of-profile packet is scheduled ahead of an in-profile packet. This scenario is shown in Figure 23.10. Hence, the receiving application will see the out-of-profile packet first, assuming that the intermediate routers did not drop the packet.
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The preferred approach is to use a single queue and associate different RED drop probability for different types of packets. An aggressive RED drop probability is assigned for out-of-profile packets and a conservative RED drop probability for in-profile packets.

23.6.1 Graded Profiles

So far, our discussion assumed that a single average rate and a burst size are used to govern the traffic in a flow. However, this might be insufficient for expressing the traffic into different grades based on its temporal characteristics. Such grading of traffic allows the application of different types of marking or a combination of marking or policing for each grade. For instance, a graded profile might specify that the traffic exceeding a rate of $M$ bytes per second is simply marked and if the excess traffic rate becomes greater than $N$ bytes per second, it should be immediately discarded.

When the traffic is graded, colors can be used to describe marking of packets. That is, the color of the packet identifies whether it is conforming to the traffic profile. For example, a green packet means it is conforming to the committed rate of the traffic profile; a yellow packet means that it is not conforming to the committed rate, but meets the excess rate of the traffic profile; however, a red packet does not meet the committed nor the excess rates
of the traffic profile. Then, green packets are processed as specified in the SLA and are not candidates for discarding. Yellow packets are candidates for discarding, typically, only if the network is congested. Red packets are immediately discarded.

Next we describe two marking algorithms: single-rate tricolor marking (srTCM) and two-rate tricolor marking (trTCM). For these, we need to use a few terms: committed information rate (CIR), committed burst size (CBS), excess information rate (EIR), and excess burst size (EBS). We have already discussed CIR and CBS. EIR specifies the average rate that is greater than or equal to the CIR; this is the maximum rate up to which packets are admitted into the network. EBS is the maximum number of bytes allowed for incoming packets. Packets are in-profile if they meet CIR and CBS (“CIR conformant”) while they are out-of-profile if they meet EIR And EBS (“EIR conformant”).

### 23.6.2 Single-Rate Tricolor Marking

A single-rate traffic profile uses three parameters, CIR, and the two burst sizes, a CBS and an EBS. This can be implemented by two token buckets $C$ and $E$ and both share the common rate CIR. The maximum size of the token bucket $C$ is CBS and the maximum size of the token bucket $E$ is EBS. This is shown in Figure 23.11.

To start with, the token buckets $C$ and $E$ are initialized with CBS and EBS, respectively. Thereafter, tokens arrive at CIR times per second. The newly arrived token is added to bucket $C$ if its token count is less than CBS. Otherwise, the token is added to bucket $E$, if it has less than EBS tokens. If buckets $C$ and $E$ already contain CBS and EBS tokens, the token is discarded.

Assume that the token buckets $C$ and $E$ contain $P_C$ and $P_E$ tokens, respectively. When a packet of size $B$ bytes arrives, the packet is handled as follows:

- If $B \leq P_C$, the packet is colored green and the number of tokens in bucket $C$ is decremented by $B$ and the packet is transmitted into the network.
- If $B \leq P_E$, the packet is colored yellow and decrements the number of tokens in bucket $E$ by the packet size $B$. The packet is allowed to enter the provider’s network.
- If the packet is colored red, none of the existing tokens in either of the buckets is decremented.
Example 23.7  *Walk through the algorithm.*

For this example, assume that the committed rate is configured to be 2000 bytes per sec and the CBS of 2000 bytes. Similarly, the excess rate and excess burst size are also configured at 2000 bytes per sec and 2000 bytes, respectively.

The token buckets $C$ and $E$ start with their respective burst sizes of 2000 bytes each. If a 900 byte packet arrives, the packet conforms because enough bytes are available in the committed token bucket $C$. Hence, the packet is declared as CIR conformant, colored green, and then transmitted. At the same time, 900 bytes are removed from token bucket $C$, leaving only 1100 bytes.

If the next packet arrives 0.25 sec later, 500 ($= 0.25 \times 2000$) bytes are added to token bucket $C$, leaving a total of 1600 bytes. If the next packet size is 1800 bytes, the packet does not conform, as only 1600 bytes are available in token bucket $C$.

The exceed token bucket, which started full at 2000 bytes (as specified by the excess burst size), is then checked for available bytes. Because enough bytes are available in token bucket $E$, the packet is colored yellow and admitted into the network. Subsequently, 1800 bytes are removed from the excess bucket $E$, leaving only 200 bytes.

If the next packet arrives 0.4 sec later, tokens equivalent to 800 ($= 0.4 \times 2000$) bytes are generated. Of these 800 bytes, only 400 bytes are added to token bucket $C$ as the maximum number of tokens is not allowed to exceed 2000 bytes. Since the remaining 400 bytes will overflow token bucket $C$, these are placed in token bucket $E$, leaving a total of 600 bytes.

If the arriving packet is 2000 bytes, the packet conforms because enough bytes are available in token bucket $C$. The packet is colored green, transmitted into the network, and 2000 bytes are removed from the conform token bucket (leaving 0 bytes).

If the next packet arrives 0.2 sec later, 400 ($= 0.2 \times 2000$) bytes are added to the token bucket. Therefore, token bucket $C$ now has 400 bytes. If the arriving packet is 800 bytes, the packet does not conform because only 400 bytes are available in bucket $C$. Similarly, the packet does not exceed because only 600 bytes are available in token bucket $E$. Therefore, the packet is colored red and discarded.

▲

### 23.6.3 Two-Rate Tricolor Marking

A two-rate traffic profile is described by four parameters: an EIR and its associated EBS, and a CIR and its associated CBS. EIR and CIR are measured in bytes per second and EIR must be greater or equal to CIR. Similarly, EBS and CBS are also measured in bytes and should be greater than zero. In addition, both of them should be configured to be equal to or greater than the size of the largest possible IP packet in the flow.

Two-rate tricolor marking can be used for ingress policing of a service where a peak rate needs to be enforced separately from a committed rate. Such a two-rate bandwidth profile can be also implemented by using two token buckets. One bucket, referred to as the committed or $C$ bucket, is used to determine CIR-conformant and in-profile packets, while the other bucket, referred to as the excess or $E$ bucket, is used to determine the EIR-conformant and out-of-profile packets.

Similar to srTCM, two token buckets $C$ and $E$ are used. The token buckets $C$ and $E$ are initialized with CBS and EBS, respectively. Thereafter, the token count in bucket $C$ is
incremented by CIR times per second up to CBS. Similarly, the token count $E$ is incremented by EIR times per second up to EBS. The two-rate three-color marking is shown in Figure 23.12.

When a packet of size $B$ arrives and if buckets $C$ and $E$ contain the tokens $P_C$ and $P_E$, respectively, the packet is handled as follows:

- If $P_E < B$, the packet is colored red and discarded.
- If $P_C < B$, the packet is colored yellow, admitted into the network, and $B$ tokens are removed from bucket $E$.
- If the packet is colored green, it is transmitted into the network and the number of tokens in both the buckets is decremented by $B$.

23.7 Summary

In this chapter, we studied the importance of traffic shaping, policing, and packet marking as important tools available for the service provider to provide differentiated services in a cost-effective manner. We discussed how traffic shaping limits the rate of traffic sent into a network. We described two forms of traffic shaping: traffic smoothing and traffic burst shaping. We then studied in detail about how leaky bucket and token bucket algorithms can be used to regulate traffic.

We continued our discussion about traffic policing, which limits the rate of traffic by discarding excess packets. We then studied packet marking, which takes a softer approach by lowering the priority of packets and admitting them into the network under the assumption that the downstream routers will lower the priority of packets if congestion is imminent. We concluded the chapter with the discussion of two algorithms for packet marking.

Further Lookup

A detailed discussion about SLAs can be found in the book [719] devoted to this topic. Entire sections of Chapter 3 of [26] are dedicated to a discussion of traffic shaping, policing, and packet marking. The white paper [630] from Juniper Networks provides an excellent discussion of shaping and policing. The detailed documentation from Cisco Systems [138] provides an overview of shaping and policing. Another document from Cisco Systems [139] elaborates on the differences between shaping and policing.
Turner [706] first proposed the idea of the leaky bucket algorithm. Detailed descriptions about the leaky bucket and token bucket algorithms can be found in [683]. Single-rate three-color marking is described in RFC 2697 [291] and two-rate three-color marking in RFC 2698 [292].

An important direction for traffic shaping is stochastic traffic shaping (as opposed to deterministic traffic shaping); for an extensive discussion on stochastic traffic shaping, see [118].

**Exercises**

23.1. Explain two different ways to shape traffic.

23.2. Why is the idea of token bucket helpful in traffic policing?

23.3. Explain the connection between packet scheduling and traffic policing at a router.

23.4. Consider Example 23.4. Work through the example, if the token bucket size is changed to 2000 tokens.

23.5. How are service level agreements related to differentiated services?

23.6. What is the relation between traffic policing and traffic marking?
If you ask any filmmaker how they got into it, everyone came a different route.

Alan Parker

Reading Guideline

The discussion of basic drivers and the need for transport network routing can be read without much dependence on other chapters. However, to understand the optimization models for network engineering, a good understanding of network flow modeling as presented earlier in Chapter 4 is necessary. Transport network routing models are useful in solving relevant traffic engineering problems that arise in MPLS, GMPLS, and optical networking.
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Transport networks play important roles in networking as they serve as the bearers of services at a physical level. Note that the term transport as used in transport networks has no relation to transport as used in referring to the transport layer protocol in the TCP/IP protocol stack. Traditionally, transport networks were referred as telecommunication facilities networks [596], and in the past decade, the term transport network has caught on. Along with transport network, the term transport service is often used; this means that a customer needs a transport network service from a transport network provider. This chapter covers transport network routing, especially for multiple time periods, to accommodate transport service requests.

24.1 Why Transport Network/Service

Transport, as in transport networks/services, requires some explanation. What does it mean and what is it transporting? Consider the following three examples:

- **IP network links/trunks:** At the view of IP networks, an IP link or trunk is between two routers of certain capacity, for example, a T3 data rate or OC-3 data rate. This view is actually only a logical view. Such links are needed to be carried over actual physical facilities. Thus, the actual physical route taken by this link is different from the logical view.

- **Trunkgroups in the telephone network:** Much like IP network links, trunkgroups that connect two TDM switches in the telephone network are also logical entities. They also need to be physically routed on actual physical facilities. Similarly, SS7 circuits between SSPs, SCPs, and STPs must be physically connected.

- **Private network services:** An entity/customer with offices located in two different cities might want to have the sites connected at a certain bandwidth, say T1, for internal voice or data traffic. In this case, such connectivity can be provided by a transport network provider that then has the responsibility of ensuring that a physical path and the bandwidth are both available to the customer.

Clearly, in each case, a transport service is needed. A key point to note is that such links are usually established on a semi-permanent basis, whereas bandwidth remains fixed for a long time. In many cases, such physical paths that use a link may not change for a number of years; for example, in many instances, this length is 3 years because of signed contract agreements.

**Example 24.1 Illustration of logical versus transport.**

We will consider a simple illustration to show the difference between logical and transport views (Figure 24.1). Consider switches in three locations: San Francisco (SF), Kansas City (KC), and New York (NY). We use switch as a generic term here for illustration; it can be routers or customer edge equipments for private transport services. They are connected by logical trunks. To provide these logical trunks, ingress and egress transport nodes must be located in close proximity of end switch sites, which are connected by a transport-routed path that can further go through one or more intermediate transport nodes. In general, transport network nodes are referred as cross-connects. Note that the cross-connects are not visible to switches.
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As an example, the SFsw-KCsw logical link is connected as SFsw-SFcc-cc1-cc2-KCcc-KCsw; similarly, the KCsw-NYsw logical link is connected as KCsw-KCcc-cc3-cc4-cc5-NYtn-NYsw (Figure 24.1). However, the SFsw-NYsw link is connected as SFsw-SFcc-cc1-cc2-KCcc-cc3-cc4-cc5-NYcc-NYsw; note that this link does not enter KCsw at all. Thus, we can think of the switching points for a logical link as the end points of a transport route between them.

In what sense, then, does transport network routing come into the picture? The paths shown above that are taken in the transport network are based on certain decisions; these decisions can depend on transport node functionality, port availability at nodes, and other services that need to be accommodated.

It may be noted that in many instances, customers who require transport service do not want the transport service provider to change the paths since such links are carrying mission-critical traffic for which rearrangement of the path can have significant financial implications to the customer. In some instances, some customers are willing to accept it if such a rearrangement is done during a maintenance window, say 2:00 AM–4:00 AM late at night. However, with a global economy and the role communication plays, such a maintenance window, especially for international transports, is hard to find; while it is night in one part of the world, it is daytime in another part. Second, while it may be night in one part of the world, facilities and logical links in this part of the world might be of significance to users in another part where it is daytime due to corporate Intranet-based services.

Another important point is that setting up a logical link over a transport network may require a certain amount of setup time. Depending on the level of transport service requests as well as the actual bandwidth requested, such requests can take from a few days to a few months. It should be noted that a new signaling protocol suite such as GMPLS (see Section 18.4) has been developed to reduce this setup time; this is partly also necessitated by the problem faced in finding a maintenance window. However, one of the issues in setting up such a transport capability is that it involves having agreements in place between customers.
and providers that may include service-level agreements and payment plans, which also depend on the "size of the pipe" requested. In general, the initial setup may have a certain lag delay, while rearrangement for an existing transport connectivity may be allowable, but not always.

Some of the above decisions are also transport equipment dependent. So, what are the typical transport gears used? This can range at a data rate level: from T1/E1 to T3/E3 to OC-48, and so on. If cross-connects are for T1/E1 or T3/E3, they are known as digital access cross-connect systems (DACS), or digital cross-connect systems (DCS). In the optical networking domain, cross-connects are known as optical cross-connects. Transport functionality can be provided through a mesh network with cross-connects connected by transport links (not to be confused with logical network links). With transport networks, there are also special node types to consider, which are known as grooming nodes. Grooming nodes refer to the type of nodes that can perform multiplexing, say from multiple T1s to fit into a T3, or multiple OC-3s into an OC-48. There is another special node type called an add-drop multiplexer (ADM) which provides a grooming-type function but does not usually provide cross-connect functions. ADMs are commonly used in transport rings such as SONET rings. A key difference between a cross-connect and an ADM is that a cross-connect may be used to interconnect a larger number of transmission signals and also for grooming of transport networking routing and management.

The primary focus of this chapter is to consider transport network routing in a generic cross-connect environment for problems that fall under a Type B classification (refer to Table 17.1), without any special focus on a specific technology or a time window. Specific examples in regard to technology, such as MPLS and optical networking, are discussed later in the book, including when and how a transport service that has been classified under a Type B classification might become Type C or even Type A (refer to Table 17.1). It is worth mentioning that the general move in the industry is toward services that fall under a Type C (or Type A) classification since with new signaling technology such as GMPLS, dynamic provisioning can be accomplished. Yet, as we discussed earlier, for many customers and depending on the size of pipe requested, the overall transport network problem will continue to have a component that would need to satisfy services that would still fall under a Type B classification. Thus, our discussion in the rest of the chapter is for transport services that fall under a Type B classification.

### 24.2 Timing of Request and Transport Service Provisioning

From the point of view of a transport network provider, a service request from a customer may arrive on a random basis, as received by this provider. It could be at the beginning of the week or at the middle of the week or at the end of the week; furthermore, the provider may receive multiple requests on a particular day, but none on another day. Thus, the random arrival of the request cannot be avoided.

Now consider the transport service provisioning component. For the sake of this discussion, we assume that the provider provisions transport service once a week, say on Saturday evenings. However, taking into account the lag time to set up a request, the service request may take a week to several weeks to be set up. Another important point is that new capacity may be added periodically into the network based on forecast of growth.
Example 24.2  Transport request arrival and service provisioning: A temporal view.

As an illustration, consider Figure 24.2. Assume that the time horizon is shown on a weekly basis. Capacity may be added every 4 weeks. Suppose that service setup has a week lag time from the end of the previous week. For example, we can see that six requests that arrive by the end of week 1 (marked as \( \tau = 1 \)) are provisioned at the end of week 2; similarly, the two requests that arrive by the end of week 2 are provisioned at the end of week 3.

Suppose that an expedited service is also available where a request can be installed by the end of the week if the request arrives early enough in the week. Thus, out of the three arrivals in week 3, one is expedited and is served at the end of week 3, while the other two are served at the end of week 4 as normal service provisioning.

Now we discuss the effect due to capacity expansion. Capacity is added at the end of week 2 and then again at the end of week 6 based on earlier forecasts. However, during weeks 3 and 4 much higher-than-expected requests were coming in. Six requests from week 3 could be met at the end of week 4. However, of seven requests from week 4, only five could be accommodated at the end of week 5 due to capacity availability; the rest needed to wait another week until capacity expansion takes place at the end of week 6.

The above example listed request arrivals without identifying origin and destination nodes. Similarly, capacity expansion can be done on a link basis; for some links, it may be added every 4 weeks, and for others it may not be; furthermore, the quantum of capacity expansion is a modular quantity such as OC-3. Another issue is the time window factor. Thus, origin–destination information would need to be taken into account in routing, and the impact of capacity expansion cannot be decoupled from the routing problem. Finally, it is possible that some provisioned services, and, thus, capacity allocated, would be released. Due to these factors, overall routing does not simply have a spatial view as in other routing problems considered in this book; it also has a temporal component. Another important point is that because of the scheduled service provisioning, the traffic demand matrix is deterministic at the time of provisioning.

It is important to note that in the above, a generic time period between updates is used to communicate the basic idea; depending on the transport technology and technological capabilities, the time period can be of different duration, typically from a week to months to a number of years. With new signaling capabilities such as for GMPLS (refer to Chapter 18),
this time window can shrink. In the following, we illustrate route provisioning when demand request changes over multiple time periods.

**Example 24.3** *Routing over multiple time periods (adapted from [673]).*

In this example, routing implications over multiple time periods are discussed for a three-node transport network (Figure 24.3). The request arrives in units of T1s—they may be for serving logical links connecting IP routers or logical links for a trunkgroup between two TDM switches.

From a transport network point of view, they are demand to be met through routing in its network. Capacity in the transport network is considered in T3 bandwidth units (1 T3 = 28 T1s). Figure 24.3(a) show the first time period where the first demand matrix is shown as “new request.” The routes taken for these demands and any spares left on any link are shown. Note that due to modular capacity, there is no need to directly connect node 1 with node 3—its demand can be routed via node 2.

In time period \( \tau = 2 \) (Figure 24.3(b)), new requests are to be accommodated; this requires capacity expansion, along with rearrangement of provisioned flows. If rearrangement is not allowed, further capacity expansion would be needed to handle these requests.

In Figure 24.3(c), a third time period is shown, where we show that some requests are disconnected (listed as \(-20\)). Going from Figure 24.3(b) to this situation, demands can be rearranged to fit in just two transport (T3) links, thereby saving on maintenance cost on the third link. If rearrangement is not allowed from the previous period, all three transport (T3) links would need to be active.

From the above example and discussion, we can see that transport network routing can involve capacity expansion in one or more time periods. The actual routing path for demands can change over time depending on whether rearrangement is allowed. You will also see that transport network routing is essentially a minimum cost routing-type multicommodity network flow problem. If we were to consider just one time period, then the problem of transport network routing would be a multicommodity network flow (MCNF) problem presented earlier in Chapter 4; for example, see Eq. (4.4.7) for routing without any restriction and Eq. (4.5.3) if nonsplit demand is to be taken into account.

### 24.3 Multi-Time Period Transport Network Routing Design

By now, it should be clear that transport network routing that spans multiple time periods often requires capacity expansion to meet a traffic engineering objective. An important point about demand volume for the transport network is that the change or new request is incremental. It does not typically negate what is already routed in a period time period; certainly, rearrangement can be factored in, if allowed. Also, currently active circuits or routes may be disconnected because a customer might not need any more.

From a network flow modeling perspective, there are a few important issues to consider (in addition to the incremental demand volume): (1) the cost structure may change over time, e.g., due to economic discounting; thus, any cost would need to be modeled with a time-dependency parameter; (2) demand routed in one time window might have maintenance
costs in subsequent time windows, in addition to any routing cost; and (3) capacity expansion might be possible in each time window over a given time horizon.

We assume that only one type of demand module is considered, such as all T1s, and similarly capacity is also in a specific modular value such as T3s. In simple terms, this means that without taking routing into consideration, if the demand volume is given as 51 T1s, then we need at least two T3 units of capacity (since one T3 can carry 28 T1s). Similarly,
if the demand volume is 40 OC-3s, then we need three OC-48s (since one OC-48 can carry 16 OC-3s). In general, we will use \( M \) to denote the size of the modular capacity units; for example, \( M = 28 \) when demand volumes in T1s are considered in a network where capacity modules are in T3s, or \( M = 16 \) when demand volumes in OC-3s are considered in a network where capacity modules are in OC-48s. Because of \( M \), capacity variables can be modeled as non-negative integers.

Now, going from Eq. (4.4.7), which is a single-period model, to a multiperiod model, we need to factor in a time period parameter, \( \tau \). Thus, demand volume \( h_k \) for demand pair \( k \) in Eq. (4.4.7) changes to \( h_{k\tau} \) for demand pair \( k \) in time \( \tau \); as an example, demand volumes shown in different time periods in Figure 24.3 can be represented by \( h_{k\tau} \). We introduce the capacity expansion variable \( z_{\ell\tau} \) for capacity to be added to link \( \ell \) in time period \( \tau \); there are two cost components associated with capacity expansion—one for new installation \( (\zeta'_{\ell\tau}) \) and the other for maintenance \( (\zeta''_{\ell\tau}) \) of capacity expanded in previous time periods; see Table 24.1 for a summary of notation.

The basic multiple time period routing design problem is to minimize cost of routing and capacity expansion; it can be written as

\[
\begin{align*}
\text{minimize}_{x_{k\tau}} & \quad F = \sum_{\tau=1}^{T} \sum_{\ell=1}^{L} \left( \zeta'_{\ell\tau}z_{\ell\tau} + \zeta''_{\ell\tau}\sum_{t=1}^{\tau-1} z_{\ell t} \right) + \sum_{\tau=1}^{T} \sum_{k=1}^{K} \sum_{p=1}^{P_{k\tau}} \xi_{k\tau p}x_{k\tau p} \\
\text{subject to} & \quad \sum_{p=1}^{P_{k\tau}} x_{k\tau p} = h_{k\tau}, \quad k = 1, 2, \ldots, K, \quad \tau = 1, 2, \ldots, T \\
& \quad \sum_{k=1}^{K} \sum_{p=1}^{P_{k\tau}} \delta_{k\tau p}x_{k\tau p} \leq Mz_{\ell\tau}, \quad \ell = 1, 2, \ldots, L, \quad \tau = 1, 2, \ldots, T \\
& \quad x_{k\tau p} \geq 0, \quad z_{\ell\tau} = 0, 1, 2, \ldots
\end{align*}
\] (24.3.1)

This model, with the temporal parameter, is simply an extension of Eq. (4.4.7). To see this, suppose that the first term in the objective, which is for capacity expansion, is dropped and capacity is assumed to be given and also, only one time period \( (T = 1) \) is considered, then Eq. (24.3.1) reduces to Eq. (4.4.7). Since this is a link-path representation, a set of candidate paths would need to be identified at first, for example, through an algorithm such as the \( k \)-shortest path algorithm (refer to Section 2.8). Eq. (24.3.1) includes both the link installation cost and the link maintenance cost. In large network planning and design, the link installation cost is considered under capital expenditure (CapEx), while the link maintenance cost is considered under operational expenditure (OpEx). Traditionally, CapEx and OpEx are considered under separate budgetary authorities and organizations within a transport network provider. The model above shows that it is sometimes necessary to consider two different budgetary considerations under a unified model to see the overall network cost.

There is another way to represent the objective cost in Eq. (24.3.1) if we rearrange the first term using an alternate interpretation of cost related to capacity: if we install capacity in period \( \tau \), it will incur maintenance costs in all subsequent periods (including period \( \tau \)) until the end of the planning horizon. Then, link \( \ell \) for capacity \( z_{\ell\tau} \) has the unit capacity cost,
TABLE 24.1 Summary of notation for Section 24.3.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(K)</td>
<td>Number of demand pairs, (k = 1, 2, \ldots, K)</td>
</tr>
<tr>
<td>(T)</td>
<td>Number of time periods, (\tau = 1, 2, \ldots, T)</td>
</tr>
<tr>
<td>(L)</td>
<td>Number of links, (\ell = 1, 2, \ldots, L)</td>
</tr>
<tr>
<td>(M)</td>
<td>Size of the link capacity module</td>
</tr>
<tr>
<td>(P_{k\tau})</td>
<td>Candidate paths for flows for demand (k = 1, 2, \ldots, K) in period (\tau = 1, 2, \ldots, T)</td>
</tr>
<tr>
<td>(\delta_{kp\ell\tau})</td>
<td>Link-path indicator, set to 1, if link (\ell) belongs to path (p) for demand (k) in time period (\tau), 0 otherwise</td>
</tr>
<tr>
<td>(h_{k\tau}(\geq 0))</td>
<td>New (incremental) demand volume for demand (k) in period (\tau)</td>
</tr>
<tr>
<td>(\zeta'_{\ell\tau})</td>
<td>Installation cost of one capacity module on link (\ell) for period (\tau)</td>
</tr>
<tr>
<td>(\zeta''_{\ell\tau})</td>
<td>Maintenance cost of one capacity module on link (\ell) during period (\tau) for capacity installed in prior time period(s)</td>
</tr>
<tr>
<td>(\zeta_{\ell\tau})</td>
<td>Combined cost of one capacity module on link (\ell) in time period (\tau)</td>
</tr>
<tr>
<td>(\xi_{kp\tau})</td>
<td>Unit routing cost on path (p) of demand (k) in time period (\tau)</td>
</tr>
<tr>
<td>(\Theta_{k\tau})</td>
<td>Penalty cost of not routing a portion of demand volume for demand (k) in (\tau)</td>
</tr>
</tbody>
</table>

**Variables**

| \(x_{kp\tau}\) | (non-negative) flow allocated to path \(p\) of demand \(\ell\) at time \(\tau\) |
| \(z_{\ell\tau}\) | (new) capacity of link \(\ell\) expressed in the number of modules (non-negative integer) needed in time period \(\tau\) |

**For tracking**

| \(y_{\ell\tau}\) | Link flow on link \(\ell\) in time period \(\tau\) |
| \(\hat{c}_{\ell\tau}\) | Spare capacity on link \(\ell\) in time period \(\tau\) |

\[\zeta_{\ell\tau} = \zeta'_{\ell\tau} + \sum_{t=1}^{T} \zeta''_{\ell\tau}.\] Thus, the first cost term in the objective function in Eq. (24.3.1), can be rewritten as

\[\sum_{t=1}^{T} \sum_{\ell=1}^{L} \left( \zeta_{\ell\tau} z_{\ell\tau} + \zeta'_{\ell\tau} \sum_{t=1}^{\tau-1} z_{\ell\tau} \right) = \sum_{t=1}^{T} \sum_{\ell=1}^{L} \zeta_{\ell\tau} z_{\ell\tau} \quad \text{where} \quad \zeta_{\ell\tau} = \zeta'_{\ell\tau} + \sum_{i=\tau}^{T} \zeta''_{\ell\tau}.\] (24.3.2)

A benefit of writing as given in (24.3.2) is that it is easy to see that the routing design problem given by Eq. (24.3.2) can be decoupled into \(T\)-independent problems. Furthermore, the aggregated cost component, \(\zeta_{\ell\tau}\), provides a sense that although CapEx and OpEx cost components need to be considered for the entire planning horizon, for modeling purposes it is not always necessary to model them completely separately, at least for models such as the given by Eq. (24.3.1). Certainly, the fact that model (24.3.1) can be decoupled into \(T\)-independent problems raises the question on whether multiperiod modeling is necessary. We will now discuss two basic problems with Eq. (24.3.1).

In Eq. (24.3.1), we have assumed that the incremental demand is non-negative, which reflects network growth over the planning horizon. It is certainly possible to imagine the case where installed demand volume from a previous period is no longer needed in a future period (negative growth in a network), for example, disconnection in a future period of circuits already installed in a previous period in the case of transport networks. As discussed in [400],
a way to capture this effect is to have $h_{\tau t} < 0$ (refer to Figure 24.3(c)), which would imply that previously routed demand volumes need to be altered and that we must allow $x_{\tau kpr} < 0$ in the formulation. However, we need to ensure that this decrease is accommodated only on paths that have positive flows in prior periods. To do this, we need to replace the requirement that each flow ($x_{\tau kpr}$) is non-negative with the following condition:

$$\sum_{t=1}^{\tau} x_{\tau kpt} \geq 0, \quad \tau = 1, 2, \ldots, T,$$

along with the understanding that path index $p$, in this case, refers to the exact same path from one time period to the next for the same demand identifier, $k$. The inclusion of this constraint in Eq. (24.3.1) implies that the modified design problem can no longer be naturally decoupled into $T$-independent design problems. Although this new constraint satisfies feasibility, the restriction on demand routing (i.e., routing for any new incremental demand volume to be performed on a period-by-period basis) is no longer maintained; in other words, rearrangeability of routed demand volume from one period to the next is possible. While this flexibility is good from a formulation point of view, the rearrangeability option may not be allowable/possible for many real transport networks.

For the rest of the discussion, we assume that the incremental demand volume is $h_{\tau t} \geq 0$ and that the rearrangement of routed demand from one period to the next is not allowable. Thus, we return to Problem (24.3.1) and the fact that this problem can still be decoupled into $T$-independent single-period problems. Therefore, we will now discuss another important reason to consider multiperiod modeling instead of using just single-period design.

If you follow model (24.3.1) carefully, you will notice that this model does not necessarily generate optimal solutions from the standpoint of overall network capacity over the entire planning horizon. For example, from the second set of constraints in Eq. (24.3.1), it is easy to see that due to modularity of capacity installed, *not all* capacity that was installed in a previous period may be completely depleted by routing of demand volume in that period. Thus, in actuality, there is a good chance that some spare capacity will be available from one time period to the next (refer to Example 24.3), which can be used for realizing routing of demand volumes in future periods; this aspect is not explicitly considered in the above model. Thus, in reality, there is a natural coupling from one time period to another in a multiperiod problem.

To illustrate the effect of spare capacity from one period for use in future periods for flow routing, we denote $y_{\ell \tau}$ as the link load on link $\ell$ in period $\tau$ ($\tau = 1, 2, \ldots, T$). Furthermore, we denote the spare capacity on link $\ell$ in period $\tau$ by $\hat{c}_{\ell \tau} \geq 0$ for $\tau = 0, 1, 2, \ldots, T$. In this case, $\hat{c}_{\ell 0}$ denotes any spare capacity available at the beginning of the entire planning cycle. Now at the end of time $\tau = 1$, any new, incremental demand volume must be satisfied using already available capacity at the beginning of this period plus any new capacity added in this period; thus, we have the following link-load satisfiability condition for $\tau = 1$:

$$y_{\ell 1} \leq \hat{c}_{\ell 0} + Mz_{\ell 1}, \quad \ell = 1, 2, \ldots, L.$$

Then, the spare capacity (if any) left at the end of period $\tau = 1$ is available in period $\tau = 2$; this spare capacity can be written as

$$\hat{c}_{\ell 1} = \hat{c}_{\ell 0} + Mz_{\ell 1} - y_{\ell 1}, \quad \ell = 1, 2, \ldots, L.$$
Similarly, at the end of period $\tau = 2$, the link-load satisfiability condition and the spare capacity can be written as:

$$ y_{\ell 2} \leq \hat{c}_{\ell 1} + Mz_{\ell 2}, \quad \ell = 1, 2, \ldots, L $$

$$ \hat{c}_{\ell 2} = \hat{c}_{\ell 1} + Mz_{\ell 2} - y_{\ell 2}, \quad \ell = 1, 2, \ldots, L, $$

respectively. This is illustrated in Table 24.2 for data in Example 24.3.

Generalizing, we have

$$ y_{\ell \tau} \leq \hat{c}_{\ell, \tau-1} + Mz_{\ell \tau}, \quad \ell = 1, 2, \ldots, L, \quad \tau = 1, 2, \ldots, T $$

$$ \hat{c}_{\ell \tau} = \hat{c}_{\ell, \tau-1} + Mz_{\ell \tau} - y_{\ell \tau}, \quad \ell = 1, 2, \ldots, L, \quad \tau = 1, 2, \ldots, T. $$

Essentially, we need to incorporate these two sets of relations into model (24.3.1) to account for reuse of spare capacity from one period to the next. Using substitution, we can rewrite spare capacity in period $\tau$ (for each link $\ell$) as

$$ \hat{c}_{\ell \tau} = \hat{c}_{\ell, \tau-1} + Mz_{\ell \tau} - y_{\ell \tau} $$

$$ = \hat{c}_{\ell, \tau-2} + Mz_{\ell, \tau-1} - y_{\ell, \tau-1} + Mz_{\ell \tau} - y_{\ell \tau} $$

$$ \cdots $$

$$ = \hat{c}_{\ell 0} + Mz_{\ell \tau} - y_{\ell \tau} + \sum_{t=1}^{\tau-1} (Mz_{\ell t} - y_{\ell t}). $$

Rearranging, we get

$$ y_{\ell \tau} + \hat{c}_{\ell \tau} = \hat{c}_{\ell 0} + Mz_{\ell \tau} + \sum_{t=1}^{\tau-1} (Mz_{\ell t} - y_{\ell t}). $$

Since spare capacity is non-negative, we can arrive at the following inequality:

$$ y_{\ell \tau} \leq \hat{c}_{\ell 0} + Mz_{\ell \tau} + \sum_{t=1}^{\tau-1} (Mz_{\ell t} - y_{\ell t}). $$

Finally, if we denote the initial spare capacity as $\hat{c}_{\ell 0} = Mz_{\ell 0} - y_{\ell 0}$ for time $\tau = 0$, if there is any spare capacity available (and 0, otherwise), we have the following relation

$$ y_{\ell \tau} \leq Mz_{\ell \tau} + \sum_{t=0}^{\tau-1} (Mz_{\ell t} - y_{\ell t}) \quad \ell = 1, 2, \ldots, L, \quad \tau = 1, 2, \ldots, T. \quad (24.3.3) $$

Thus, constraint (24.3.3) is an important constraint to include with Eq. (24.3.1) to capture spare capacity availability and use, and to model the transport network routing design problem accurately.
DEMAND REQUEST AND CAPACITY EXPANSION: DIFFERENT TIME CYCLE

So far, we have assumed that capacity expansion is possible in every time period. In many practical situations, this may not be the case. Consider the case where new requests are collected every week for routing, while capacity can be expanded only every 4 weeks due to, say logistics issues (refer to Figure 24.2). Thus, we cannot then rule out the possibility that in some periods, there may not be enough capacity to route all requests. To factor in this possibility, we introduce an artificial variable, $\tilde{x}_{k\tau}$, for each demand $k$ in time period $\tau$, which captures any demand volume that cannot be met by the currently available bandwidth. This variable, however, does not appear in the link capacity constraints. It is indeed important to introduce a per-unit penalty parameter, $\Theta_k > 0$, if demand cannot be accommodated; this can then serve, for example, as the cost incurred due to lost revenue and the penalty can be set high, as appropriate. Furthermore, since capacity cannot be added in every time period, we must force capacity expansion variable, $z_{\ell\tau}$, to be zero in the periods in which capacity expansion is not allowed. To help distinguish, we will denote $\hat{T}$ to indicate the time periods when capacity expansion is allowed. If we denote the set of all time periods as $T$, then the set difference, $T \setminus \hat{T}$, represents the periods when no capacity expansion is possible; that is, for these periods, $z_{\ell\tau} = 0$. Thus, we can write the overall model as

$$\min_{xz} \quad F = \sum_{\tau=1}^{T} \sum_{\ell=1}^{L} \xi_{\ell\tau} z_{\ell\tau} + \sum_{\tau=1}^{T} \sum_{k=1}^{K} \sum_{p=1}^{P_k} \xi_{k\rho\tau} x_{kp\tau} + \sum_{\tau=1}^{T} \sum_{k=1}^{K} \Theta_k \tilde{x}_{k\tau}$$

subject to

$$\sum_{p=1}^{P_k} x_{kp\tau} + \tilde{x}_{k\tau} = h_{k\tau}, \quad k = 1, 2, \ldots, K, \quad \tau = 1, 2, \ldots, T$$

$$\sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{k\rho\ell\tau} x_{kp\tau} \leq M z_{\ell\tau}, \quad \ell = 1, 2, \ldots, L, \quad \tau = 1, 2, \ldots, T$$

$$(24.3.4)$$

$$\sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{k\rho\ell\tau} x_{kp\tau} = y_{\ell\tau}, \quad \ell = 1, 2, \ldots, L, \quad \tau = 1, 2, \ldots, T$$

$$y_{\ell\tau} \leq M z_{\ell\tau} + \sum_{t=0}^{\tau-1} (M z_{\ell t} - y_{\ell t}), \quad \ell = 1, 2, \ldots, L, \quad \tau = 1, 2, \ldots, T$$

$$z_{\ell\tau} = 0 \quad \text{for} \ \tau \in T \setminus \hat{T}$$

$$z_{\ell\tau} = 0, 1, 2, \ldots \quad \text{(integer)} \quad \text{for} \ \tau \in \hat{T}$$

$$x_{kp\tau} \geq 0, \tilde{x}_{k\tau} \geq 0.$$

At first look, this appears to be a complicated model. In fact, the basic idea is quite simple. It addresses multiperiod transport routing design where capacity expansion need not be in the same time period cycles as new demand requests. Furthermore, a penalty is introduced if a demand request cannot be met in a time period due to lack of available capacity. Finally, link flow and spare capacity are tracked for going from one period to another.

OTHER VARIATIONS

There are other possible variations that can depend on transportation technology and network capability; for example, flow variables, $x_{kp\tau}$, can take discrete values, instead of taking continuous values; multiple heterogeneous size modules, instead of one, are allowed. Such requirements can be accommodated by extending the model presented here. It may be noted
that not all cost components may be necessary for a particular transport routing design problem; accordingly, such cost components can be dropped from the objective function. Finally, it is possible to consider transport routing where full rearrangement for existing routed demands is allowed. In this case, the main difference is that the spare capacity relation, given by Eq. (24.3.3), is not necessary.

24.4 Transport Routing with Varied Protection Levels

In this section, we present a transport routing problem that takes into account protection requirements at different levels for different service requests. For simplicity, we will present this model for a single time period. In this model, we consider three protection service classes: full-, fractional-, and zero-protection transport services. Here, zero protection means that the service is guaranteed under normal operating conditions but not under a failure; fractional-protection means providing a reduced level of services under a major link failure in addition to guaranteed service under normal operating conditions; finally, full protection means providing guarantee under both normal as well as failure conditions.

For each origin–destination node pair in the network, demand volume must be routed with one of the protection levels for a set of customers where each customer might have a different protection service-level agreement; thus, customers are categorized into different service classes based on the protection-level agreement. Also, customers demand requests for a particular demand pair \( k \) are nonsplittable on multiple paths. We consider a demand pair \( k \) where we have a set of service requests \( S_k \) from customers requiring protection services at differing protection levels. See Table 24.3 for a summary of notation.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_k )</td>
<td>Protection service classes for demand ( k = 1, 2, \ldots, K )</td>
</tr>
<tr>
<td>( d_{sk}^s )</td>
<td>Demand volume of service request ( s ) for demand pair ( k )</td>
</tr>
<tr>
<td>( P_k^s )</td>
<td>Set of candidate path cycles for service request ( s = 1, 2, \ldots, S_k ) for demand ( k = 1, 2, \ldots, K )</td>
</tr>
<tr>
<td>( c_\ell )</td>
<td>Capacity of link ( \ell = 1, 2, \ldots, L )</td>
</tr>
<tr>
<td>( \alpha_{sk}^s )</td>
<td>Protection level of service request ( s = 1, 2, \ldots, S_k ) for ( k = 1, 2, \ldots, K )</td>
</tr>
<tr>
<td>( \delta_{skm}^{\ell} )</td>
<td>Link-primary path indicator for a path cycle; 1, if candidate path cycle ( m = 1, 2, \ldots, P_k^s ) for service ( s = 1, 2, \ldots, S_k ) of demand pair ( k = 1, 2, \ldots, K ) uses link ( \ell = 1, 2, \ldots, L ) in its primary path; 0, Otherwise</td>
</tr>
<tr>
<td>( \beta_{skm}^{\ell} )</td>
<td>Link-backup path indicator for a path cycle; 1, if candidate path cycle ( m = 1, 2, \ldots, P_k^s ) for service ( s = 1, 2, \ldots, S_k ) of demand pair ( k = 1, 2, \ldots, K ) uses link ( \ell = 1, 2, \ldots, L ) in its backup path; 0, Otherwise</td>
</tr>
<tr>
<td>( \Theta_k^s )</td>
<td>Penalty cost of not routing service request ( s ) for demand ( k )</td>
</tr>
</tbody>
</table>

Variables:

| \( u_{km}^s \) | 0/1 decision variable for choosing path cycle \( m \) for \( s, k \) |
| \( \bar{u}_k^s \) | 0/1 artificial variable for \( s, k \) |
Consider now the zero-protection transport level demand request. In this case, only a path with bandwidth $d_k^s$ needs to be provisioned. Considering only the shortest (e.g., in terms of hops) path may not address the overall traffic engineering goal. Thus, we need to consider a set of candidate paths for each demand $k$, as we have done with other models presented earlier for link-path formulation model.

For the full-protection transport service class, a backup path needs to be available and bandwidth $d_k^b$ needs to be reserved on the backup path. We require that the backup path survive if the primary path is affected due to any critical failure, e.g., for a single link failure at a time. Although the primary and backup path could be independently modeled, we use a pairing idea, i.e., consider a pair of disjoint paths consisting of primary and backup paths. Similar to the case of zero-protection services, the selection of the shortest pair of primary and backup paths for a demand $d_k^p$ may not be in the best interest of a traffic engineering objective. Thus, we can consider a candidate set of primary/backup path pairs for a demand volume, $d_k^p$, for full protection.

Finally, in the case of fractional-protection transport services, the backup path needs to be allocated bandwidth that is sufficient to carry a fraction of $d_k^p$ in order to address partial survivability. Thus, the fractional-transport service class also requires a pair of disjoint paths. The difference is that, on the backup path, only a fraction of the demand is required to be reserved. If we denote the fraction by $\alpha_k^s$ (where $0 \leq \alpha_k^s \leq 1$), then the primary path would reserve $d_k^p$ while the backup path would reserve $\alpha_k^s d_k^p$.

When we consider all three cases, it is easy to see that by appropriately setting $\alpha_k^s$, we can consider each of the protection levels, i.e., $\alpha_k^s = 0$ refers to zero protection, $\alpha_k^s = 1$ refers to full protection, while $\alpha_k^s$ refers to fractional protection if $0 < \alpha_k^s < 1$.

There are two benefits of introducing $\alpha_k^s$: (1) fractional-protection need not be of a specific predefined value; each customer can request a different level, and (2) for zero protection, we can also consider a pair of disjoint paths as well where on the backup path, we assign $\alpha_k^s = 0$; this means we can still consider a backup path but it is not used. Consequently, the three service classes can be considered in a unified manner from a modeling framework—all we need to do is to consider a set of candidate pairs of disjoint paths; there are known algorithms for generation such path pairs [677], [678]. For simplicity, we refer to a pair of disjoint paths as a path cycle. As an illustration, consider Figure 24.4, where for the demand pair connecting nodes 1 and 2, we have two different candidate path cycles 1-6-2-5-3-1 and 1-6-2-4-3-1, which are link-disjoint; such candidate path cycles are considered as input to the problem formulation.
We denote the set of candidate path cycles for service $s$ for demand pair $k$ by $P_s^k$. Suppose we associate $u_{km}^s$ as the decision variable with candidate cycle $m$, then for each $s = 1, 2, \ldots, S$, $k = 1, 2, \ldots, K$, the decision to select only one cycle is governed by the following requirement:

$$
\sum_{m=1}^{P_s^k} u_{km}^s + \tilde{u}_k^s = 1, \quad s = 1, 2, \ldots, S, \ k = 1, 2, \ldots, K
$$

(24.4.1)

if we also introduce the artificial (slack) variable, $\tilde{u}_k^s$, to allow for demand that cannot be met due to capacity limitation. Since we are using 0|1 (binary) variables, a demand can not be partially routed. Now recall that for each path cycle (because of the way each of them are generated) we have a primary path and the backup path. Using link-primary path and link-backup path indicators (see Table 24.3), the flow on link $\ell$ (denoted by $y_{\ell}$) to carry demand volume under both normal and failure situations (for primary and backup path for different demand requests) must be less than the capacity:

$$
\sum_{k=1}^{K} \sum_{s=1}^{S_k} \sum_{m=1}^{P_s^k} (\delta_{km}^s + \alpha_{km}^s) \xi_{km}^s d_{k}^s u_{km}^s \leq c_{\ell}, \quad \ell = 1, 2, \ldots, L.
$$

(24.4.2)

The link flow, given on the left side of the inequality, is a generalization of the link flow discussed earlier to include the fact that a link may have fractional traffic volume allocated for a backup path of a service request. Here note parameter $\alpha_{km}^s$ dictates the level of protection on the backup path; also since we are considering a path cycle consisting of disjoint paths, for a specific link $\ell$, if $\delta_{km}^s$ takes the value 1, then the corresponding $p_{km}^s$ must be zero, and vice versa.

To address minimum cost routing with penalty for demand not met, we can write the objective function as

$$
F = \sum_{k=1}^{K} \sum_{s=1}^{S_k} \sum_{m=1}^{P_s^k} \xi_{km}^s d_{k}^s u_{km}^s + \sum_{k=1}^{K} \sum_{s=1}^{S_k} \Theta_{k} u_{k}.
$$

(24.4.3)

Thus, the network traffic engineering problem for transport routing design with varied protection is to minimize (24.4.3) subject to constraints (24.4.1) and (24.4.2).

### 24.5 Solution Approaches

Transport network routing problems presented in the previous sections are in general classified as minimum cost routing problems and problem formulations are multicommodity network flow-based. As can be seen, the size of the problem in terms of unknowns and constraints grows when multiple time periods are considered. In many instances, problems are integer linear programming problems in nature due to modularity of demand in transport routing. However, a linear programming approximation can be considered by relaxing the integrality constraints. An advantage of using the linear programming approximation is that tools such as CPLEX can be used to solve large problems quite efficiently. Some solutions will not be integral due to this relaxation; from this solution, a post processing heuristic rule can be developed to round up or down to obtain integer solutions. If CPLEX is run for solving an
integer programming problem, then it is advisable to limit the number of branching nodes to, say 30,000 (i.e., “set mip limits nodes 30000” in CPLEX) so that a good solution can be found quickly.

For additional advanced approaches that exploit the special structure of a transport routing problem, there are many specialized algorithms [564]. It may be noted that the transmission routing problem needs to be solved only periodically, say, once a week or every other week; thus, quickness of generating a solution is not always the primary driver. The primary driver might involve the following: does reducing the overall cost by 1% lead to a significant cost saving at the expense of an increase in time for computing such a solution that is allowable within the provisioning time frame? If so, then such guidelines can be explored.

24.6 Summary

In this chapter, we have presented transport network routing. We started by first explaining why transport network routing problems arise.

We then explained how the time of arrival and service provisioning help to define why transport network routing falls under a Type B classification (see Table 17.1). We then illustrated through a small network example how time period factors and rearrangement (or restriction on rearrangement) can play roles in the solution. We then presented two sets of transport network routing models to discuss the intricacies involved in transport network routing design.

Further Lookup

Discussions about early days of transport networks can be found [596]. Early work on transport network routing through a minimum cost routing approach can be found in [751], [752], [758], [759], including first sets of work on multiple time period routing. Since then, multi-period design has been addressed by many researchers; for example, see [195], [400], and [563]. In recent years, there has been a surge in understanding transport networks for IP networking; for example, see [57], [186]. The notion of using path cycles in a link-path formulation setting was originally presented in [466]. For a recent discussion on varied protection design for different objective functions, see [665].

Exercises

24.1 Extend Eq. (24.3.4) when (a) flow variables are to be integer valued; (b) multiple modular capacity values are allowed, and (c) if flow for a demand is unsplittable.

24.2 Extend the traffic engineering model presented in Section 24.4 to multiple time periods, with or without rearrangements.

24.3 Identify any changes required to Eq. (24.3.1) if the capacity expansion falls on different time windows than the demand cycle.

24.4 Discuss applicability of the model presented in Section 24.4 for protection design of MPLS networks.

24.5 Consider the various objectives discussed in Chapters 4 and 7. Discuss their applicability to the protection design model presented in Section 24.4.
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Two roads diverged in a wood, and I—
I took the one less traveled by,
And that has made all the difference.

Robert Frost

Reading Guideline

The basic background on optical networking is included in the chapter in order to understand the routing problems. To understand the relevant routing problems, basic background on network flow modeling (Chapter 4) and some background on transport network routing (Chapter 24) are helpful. The material on multilayer routing requires knowledge about a variety of networking technologies covered throughout the book, and how they are related.

D. Medhi and K. Ramasamy, Network Routing: Algorithms, Protocols, and Architectures. © 2007 by Elsevier, Inc. All rights reserved.
Optical network routing is an important problem domain in communication networking. Optical networking is usually used for transport services. For such services, we describe the routing problems for a representative set of scenarios for synchronous optical networks (SONET) or synchronous digital hierarchy (SDH), and wavelength division multiplexed (WDM) networks.

The second area we cover in this chapter is multilayer routing where routing coordination is introduced between two layers such as IP and WDM. With the perspective of optical networking, such a multilayer routing environment provides a perspective on how the interaction can work and future possibilities for dynamically reconfigurable networks and services.

25.1 SONET/SDH Routing

Before we discuss the routing problems, we start with a brief overview of SONET/SDH.

25.1.1 SONET/SDH Overview

A widely deployed technology for transport networks is synchronous optical network (SONET), or synchronous digital hierarchy (SDH). SONET is widely deployed in North America and SDH is deployed in the rest of the world—but both provide the same functionality. We present a brief overview of SONET/SDH technology pertinent to our discussion. The interested reader is directed to books such as [77], [509], [510], [580], [748] for additional details about SONET/SDH.

Nodes in SONET or SDH networks are equipped with devices such as terminal multiplexers (TM), digital cross-connects (DXC), and add-drop multiplexers (ADM). TMs and DXCs are used in transmission networks with mesh topology, while ADMs are typical nodes of ring networks. There are several data rates available for SONET/SDH that are given as a synchronous transfer signal (STS) for SONET and a synchronous transport module (STM) for SDH (refer to Table 25.1 for these rates). In SONET standard, optical carrier (OC) levels are also defined corresponding to electrical equivalents in STSs. To complicate this further, SONET/SDH standard allows subrates for carried demand. These subrates are referred to as virtual tributaries (VTs) in SONET and virtual containers (VCs) in SDH (see Table 25.1). Furthermore, old-style rates such as T1 and T3 can also be connected to SONET/SDH nodes through service adapters.

SONET/SDH technology can be used either as a mesh or ring. An important alternative to the mesh SONET/SDH networks discussed is the SONET/SDH ring networks where the restoration mechanisms are intrinsic to the system. This is contrary to the mesh case where restoration requires inter-DXC signaling, for example, using GMPLS. Self-healing SONET/SDH rings have been heavily deployed around the world due to its < 50 millisecond restoration capability for any single-link failure. The nodes of a SONET ring network are also called ADMs and are capable of inserting or extracting any VC or VT container of the set of all containers circulating around the ring. Figure 25.1 depicts a bidirectional line-switched self-healing ring (BLSR) with four optical fibers (because of four fibers, they are also referred to as BLSR/4). Now assume that this ring is based on an OC-48 transmission system, i.e., the system that can hold 16 OC-3s. The ring is divided into two pairs of fibers, one basic pair and one protection pair. OC-3s destined for a particular node are extracted from the incoming


**TABLE 25.1** Transmission rates for SONET/SDH, and subrates (VC for STM and VT for STS).

<table>
<thead>
<tr>
<th>SONET Signal</th>
<th>SDH Signal</th>
<th>Bit Rate (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>STS-1 (OC-1)</td>
<td>–</td>
<td>51.84</td>
</tr>
<tr>
<td>STS-3 (OC-3)</td>
<td>STM-1</td>
<td>155.52</td>
</tr>
<tr>
<td>STS-12 (OC-12)</td>
<td>STM-4</td>
<td>622.08</td>
</tr>
<tr>
<td>STS-48 (OC-48)</td>
<td>STM-16</td>
<td>2,488.32</td>
</tr>
<tr>
<td>STS-192 (OC-192)</td>
<td>STM-64</td>
<td>9,953.28</td>
</tr>
<tr>
<td>STS-768 (OC-768)</td>
<td>STM-256</td>
<td>39,812.12</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VC Type</th>
<th>Bit Rate (Mbps)</th>
<th>VT Type</th>
<th>Bit Rate (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VC-11</td>
<td>1.728</td>
<td>VT-1.5</td>
<td>1.728</td>
</tr>
<tr>
<td>VC-12</td>
<td>2.304</td>
<td>VT-2</td>
<td>2.304</td>
</tr>
<tr>
<td>VC-3</td>
<td>48.960</td>
<td>VT-3</td>
<td>3.456</td>
</tr>
<tr>
<td>VC-4</td>
<td>150.336</td>
<td>VT-6</td>
<td>6.912</td>
</tr>
</tbody>
</table>

**FIGURE 25.1** Bidirectional line-switched ring (BLSR) with four-nodes.

basic fiber (for example, the outermost fiber in Figure 25.1), while the originating OC-3s are inserted into the outgoing (second outer) basic fiber.

Each OC-3 can, in turn, contain 84 VT-1.5s; note that VT-1.5s are designed to map a T1. Thus, an OC-3 can effectively carry 84 T1s worth of demand. Now each OC-3 may or may not be completely filled with T1s, while to the SONET ring it sees only the OC-3s, not T1s that may reside. Thus, a transmission hierarchy can be built; you can start seeing its multi-layer nature due to the transmission rate hierarchy. It is, however, worth noting that data rates lower than 50 Mbps are starting to go away due to increase in demand for higher data rate optical demands.
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There is an important difference between concatenated and non-concatenated STS signals. A SONET STS-1 rate frame is organized as 9 rows and 90 columns, i.e., as 810 bytes of information. The first 3 columns are set aside for transport overhead; thus, the effective data rate (payload) is 783 bytes (\(= 9 \times 87\)). A non-concatenated STS-N is formed by byte-interleaving of N STS-1 signals and has N distinct \(87 \times 9\) byte payloads; on the other hand, the concatenated STS-Nc, where “c” denoted concatenated, has one payload of \(87 \times 9 \times N\) bytes. It may be noted that most deployment of SONET are STS-Nc based. Because of concatenation, it is also preferable to write as OC-48c, to distinguish from non-concatenated OC-48; here, we use them interchangeably.

25.1.2 Routing in a SONET Ring

We consider an OC-48 SONET ring with four nodes where we want to route OC-3 demands. We will use the topology shown in Figure 25.1 to illustrate this example; note that the protection pair is not considered in this illustration. Traffic demand volume between two SONET nodes in terms of OC-3s is given as follows:

<table>
<thead>
<tr>
<th>node \ node</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>8</td>
</tr>
</tbody>
</table>

Note that demand is bidirectional and is shown in the upper diagonal part of the traffic matrix. The capacity of the OC-48 ring in terms of OC-3s is 16. Consider the demand between nodes 1 and 2. In this illustration, we assume that the entire demand for a pair of nodes can be routed either on a clock-wise or a counter-clockwise direction (the general case in which the demand is allowed to be split is left as Exercise 25.1). Thus, we can use a decision variable to indicate the choice of one over the other:

\[ u_{12,12} + u_{12,1432} = 1, \]

where \(u_{12,12}\) stands for the clockwise direction while \(u_{12,1432}\) stands for the counterclockwise direction for demand pair (1:2). A similar situation exists for the other five demands:

\[ u_{13,123} + u_{13,143} = 1 \]
\[ u_{14,1234} + u_{14,14} = 1 \]
\[ u_{23,23} + u_{23,2143} = 1 \]
\[ u_{24,234} + u_{24,214} = 1 \]
\[ u_{34,34} + u_{14,3214} = 1. \]

Now consider the link segment 1-2 on the ring. This will contain the following decision variables, if chosen:

\[ u_{12,12}, u_{13,123}, u_{14,1234}, u_{23,2143}, u_{24,214}, and u_{14,3214}. \]
Note that only one for each demand pair would be considered for each link. Now each decision variable for each pair, if chosen, will need to bear the demand for that pair. In addition, the capacity of the ring may not be exceeded. Thus, for link 1-2, we can write

\[ 4u_{12,12} + 4u_{13,123} + 8u_{14,1234} + 4u_{23,2143} + 8u_{24,214} + 8u_{14,3214} \leq 16. \]

Similarly, we can write constraints for link segments 2-3, 3-4, and 1-4. A goal in ring network routing is that links are load balanced. To do that, a load-balancing variable is introduced that is to be minimized. Thus, we use instead

\[ 4u_{12,12} + 4u_{13,123} + 8u_{14,1234} + 4u_{23,2143} + 8u_{24,214} + 8u_{14,3214} \leq 16r. \]

where \( r \) is the load-balancing variable to be minimized. Putting everything together, we can write the routing problem with load balancing as the goal as follows:

\[
\begin{align*}
\text{minimize} & \quad r \\
\text{subject to} & \quad u_{12,12} + u_{12,1432} = 1 & \text{(pair 1:2)} \\
& \quad u_{13,123} + u_{13,143} = 1 & \text{(pair 1:3)} \\
& \quad u_{14,1234} + u_{14,14} = 1 & \text{(pair 1:4)} \\
& \quad u_{23,23} + u_{23,2143} = 1 & \text{(pair 2:3)} \\
& \quad u_{24,234} + u_{24,214} = 1 & \text{(pair 2:4)} \\
& \quad u_{34,34} + u_{14,3214} = 1 & \text{(pair 3:4)} \\
& \quad 4u_{12,12} + 4u_{13,123} + 8u_{14,1234} + 4u_{23,2143} + 8u_{24,214} + 8u_{14,3214} \leq 16r & \text{(link 1-2)} \\
& \quad 4u_{12,1432} + 4u_{13,123} + 8u_{14,1234} + 4u_{23,23} + 8u_{24,234} + u_{14,3214} \leq 16r & \text{(link 2-3)} \\
& \quad 4u_{12,1432} + 4u_{13,143} + 8u_{14,1234} + 4u_{23,2143} + 8u_{24,234} + 8u_{34,34} \leq 16r & \text{(link 3-4)} \\
& \quad 4u_{12,1432} + 4u_{13,143} + 8u_{14,14} + 4u_{23,2143} + 8u_{24,214} + 8u_{14,3214} \leq 16r & \text{(link 4-1)} \\
& \quad \text{all } u \text{s are } 0 \text{ or } 1 \\
& \quad r \geq 0.
\end{align*}
\]

On solving the above problem, for example using CPLEX, we find that \( r = 1 \). This means that at least one segment of the ring is completely occupied. The optimal solution is \( u_{12,12} = 1, u_{13,123} = 1, u_{14,14} = 1, u_{23,23} = 1, u_{24,234} = 1, u_{34,34} = 1 \). On checking, we can see that two segments, 2-3 and 3-4, are fully occupied.

A general question is what does it mean if \( r > 1 \) at the optimal solution? It means that there is not enough bandwidth on the ring to carry all demands. Thus, capacity expansion is necessary. The above model is useful both for routing decisions and to indicate if capacity expansion is needed.

The general model for Eq. (25.1.1) can be written in a similar way. To write the general model, consider a ring with \( N \) nodes. Let \( h_{ij} \) be demand between node \( i \) and node \( j \); as before, we will consider \( i < j \). For ease of notation, we will identify the binary variable \( u \) as clockwise or counterclockwise, i.e., no superscript shown if clockwise or marked as “counter” in the superscript for counterclockwise. We need an indicator to identify that only one of two paths for each pair is to be chosen when considering capacity constraints. Specifically, \( \delta_{ij}^\ell \) takes the value 1 if for pair \( ij \), the clockwise path uses link \( \ell \). Finally, we will use \( c \) to denote capacity. Then, the general model takes the following form:
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\[
\begin{align*}
\text{minimize}_{(r,u)} & \quad r \\
\text{subject to} & \quad u_{ij} + u_{ij}^{\text{counter}} = 1, \quad i, j = 1, 2, \ldots, N, i < j, \\
& \quad \sum_{(i,j), i < j} \left( h_{ij} \delta_{ij} u_{ij} + h_{ij}(1 - \delta_{ij}) u_{ij}^{\text{counter}} \right) \leq c r, \quad \ell = 1, 2, \ldots, L, \\
& \quad u_{ij}, u_{ij}^{\text{counter}} = 0 \text{ or } 1 \\
& \quad r \text{ nonnegative.}
\end{align*}
\]

(25.1.2)

You can compare this one with the four-ring example above to see how a general model can be represented, and how specific problems can be represented.

We close this section with the comment that in a ring, when capacity is to be expanded, it is for the entire ring, not just a segment. Thus, there can be one OC-48 ring, two OC-48 rings, and so on, around the entire ring. How is this related to the above problem? Let us assume that we have two OC-48 rings; then \( c \) needs to reflect that in the formulation as 32 if demands were in OC-3s. If we now solve the model with the new capacity, it is possible that when we identify the optimal flows, one would have to be split to go on one ring and the rest to go on another ring. This brings up the issue of whether demand can be split. We assumed above that demand cannot be split. If we continue with this assumption, we face the situation of split demand from the solution to the above integer linear programming problem. Instead, what we can do is to solve for one ring; this will result in \( r > 1 \). Now, identify the link segments that overflow the capacity of the ring, and then identify the minimum amount of demand that can be taken out, but would still result in feasible flows for the rest of the demand. Now, the leftover demand can be considered, and the above model can be used assuming the capacity this time is for the second ring. The case in which rings allow demand split is left as an exercise.

25.1.3 Routing in SONET/SDH Transport Cross-Connect Networks

In Chapter 24, we presented the need for and the role of transport networks and briefly discussed the technology they use. We now discuss routing in SONET/SDH cross-connect networks for a Type B classification (see Table 17.1).

Examples of typical services that create demand for the transport provided by SONET/SDH are trunks for digital circuit-switched networks, IP network trunks, and private leased-line/virtual network services. It may be noted that while the SONET/SDH standard did not originally address interfacing with IP network routers, it has been possible to use SONET/SDH as a transport for IP network links between two routers through an interfacing mechanism called Packet over SONET/SDH (PoS).

The design questions for SONET/SDH transport networks are a bit complicated because of the actual data rates and interfaces available for a particular SONET/SDH network. An input demand (sometimes at subrate) could come into one of these interfaces depending on the type of node functionality deployed in a network.

For illustration, we consider the case in which a SONET network is used as the transport for an IP backbone network. The demand is assumed to be at OC-3 level for IP network trunks. Thus, we can count demand between an ingress cross-connect node and an egress cross-connect node in terms of OC-3 demand. The links interconnecting the transport nodes
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#### TABLE 25.2 Notation used.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Given:</strong></td>
<td></td>
</tr>
<tr>
<td>$K$</td>
<td>Number of demand pairs with positive demand volume</td>
</tr>
<tr>
<td>$L$</td>
<td>Number of links</td>
</tr>
<tr>
<td>$M$</td>
<td>Modular capacity of a link</td>
</tr>
<tr>
<td>$h_k$</td>
<td>Demand volume of demand index $k = 1, 2, \ldots, K$</td>
</tr>
<tr>
<td>$c_\ell$</td>
<td>Integral capacity units of link $\ell = 1, 2, \ldots, L$</td>
</tr>
<tr>
<td>$c_\ell n$</td>
<td>Integral capacity units of link $\ell$ for type $n$</td>
</tr>
<tr>
<td>$P_k$</td>
<td>Number of candidate paths for demand $k$, $k = 1, 2, \ldots, K$</td>
</tr>
<tr>
<td>$\delta_{k \ell p}$</td>
<td>Link-path indicator, set to 1 if path $p$ for demand pair $k$ uses the link $\ell$; 0, otherwise</td>
</tr>
<tr>
<td>$\xi_{kp}$</td>
<td>Nonnegative unit cost of flow on path $p$ for demand $k$</td>
</tr>
<tr>
<td><strong>Variables:</strong></td>
<td></td>
</tr>
<tr>
<td>$x_{kp}$</td>
<td>Flow amount on path $p$ for demand $k$</td>
</tr>
</tbody>
</table>

are composed of optical transmission systems OC-$n$, where $n = 12, 48, 192, 768$ (Table 25.1). Capacity $c_\ell$ of transport link $\ell$ is expressed in terms of multiples of OC-3s.

First, we assume that the entire network has links of only one type, say, OC-12s. We use the same notation we introduced earlier in Chapter 4. For ease of reading, notations are summarized in Table 25.2. Then, the minimum cost routing problem for the SONET cross-connect transport network can be written as follows:

$$
\begin{align*}
\text{minimize}_{(x)} & \quad F = \sum_{k=1}^{K} \sum_{p=1}^{P_k} \xi_{kp} x_{kp} \\
\text{subject to} & \quad \sum_{p=1}^{P_k} x_{kp} = h_k, \quad k = 1, 2, \ldots, K, \\
& \quad \sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{k \ell p} x_{kp} \leq M c_\ell, \quad \ell = 1, 2, \ldots, L, \\
& \quad x_{kp} \text{ nonnegative integers,}
\end{align*}
$$

where $M = 4$ and $c_\ell$ means number of OC-12s on link $\ell$; $\xi_{kp}$ is the unit cost of path $p$ for demand $k$, and $h_k$ is the demand volume for demand identifier $k$; and $P_k$ is the set of possible candidate paths pregenerated for consideration in the above formulation, which can be generated using a $k$-shortest paths algorithm. Compare this formulation (and the notation) with the general formulation, presented earlier in Eq. (4.4.7). They are the same except that the capacity constraint takes into account the modular factor for OC-12s.
How does the problem change if the links are a mix of different types, such as OC-48 and OC-192? The problem formulation changes slightly as shown below:

\[
\begin{align*}
\text{minimize}_{x} & \quad F = \sum_{k=1}^{K} \sum_{p=1}^{P_k} \xi_{kp} x_{kp} \\
\text{subject to} & \quad \sum_{p=1}^{P_k} x_{kp} = h_k, \quad k = 1, 2, \ldots, K, \\
& \quad \sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{kp} x_{kp} \leq \sum_{n=1}^{4} M_n c_{\ell n}, \quad \ell = 1, 2, \ldots, L, \\
& \quad x_{kp} \text{ nonnegative integers.}
\end{align*}
\]  

(25.1.4)

In this model, the summation on the right side of the capacity constraint captures \(M_1, M_2, M_3,\) and \(M_4,\) which refer to capacities of OC-12, OC-48, OC-192, and OC-768, respectively, counted in multiples of OC-3s; similarly, \(c_{\ell 1}, c_{\ell 2}, c_{\ell 3}, c_{\ell 4}\) refer to the number of OC-12, OC-48, OC-192, and OC-768, respectively, on link \(\ell.
\)

The above two models are still somewhat simplified models. Often, demands might need to be diversified or protected from a failure. For an example of how protection can be incorporated, see Section 24.4. For a discussion on how to incorporate more complicated constraints, see [564, Chapter 4].

Finally, you may note that the transport network routing problems for both SONET ring and SONET cross-connect networks can be formulated in the MCNF framework while the objective considered can be different and, certainly, the number of path choices does differ.

### 25.2 WDM Routing

We next consider routing in wavelength division multiplexed (WDM) networks. We first present an overview of WDM.

#### 25.2.1 WDM Overview

In the past decade, WDM has received much attention [510], [580]. In WDM networks, traffic demand corresponds to wavelengths called lambdas. Capacities directly correspond to optical fibers. One wavelength is typically capable of carrying 10 Gbps, while one optical fiber can typically realize up to around 100 different wavelengths. The nodes of the WDM networks are called wavelength cross-connects (WXCs).

There are four types of wavelength conversions for a WXC (Figure 25.2): (1) no wavelength conversion, (2) fixed wavelength conversion, (3) limited wavelength conversion, and (4) full wavelength conversion. From Figure 25.2, we can see that a WXC without conversion can only serve as a pass-through device; other forms have some conversion, and, finally, some have full conversion, which is then like a crossbar switch. The reason for different types is that their costs are different. Thus, a provider might be able to afford one or the other type of device based on its traffic demand. The illustrations shown in Figure 25.2 are for 2-degree nodes, i.e., nodes that connect two locations. It is now increasingly popular to consider higher-degree nodes. For instance, a 3-degree node means that a wavelength coming from one of the three locations can be routed to either of the other two locations using a wavelength-selective cross-connect or a wavelength-selective switch.
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What then is a route in a WDM network? It is a lightpath between two nodes that may go through multiple intermediate cross-connects. If there is no conversion, the lightpath must stay on the same wavelength; if there is conversion, some switching to another wavelength is possible. In Figure 25.3, we show a set of lightpaths through a linear WDM network where an intermediate node has conversion capability and the other does not. Because of the association with lightpath, the WDM routing problem is commonly known as the routing and wavelength assignment (RWA) problem.

It may be noted that there are certain practical issues to consider in a routing problem. For example, if a path is too long, it may require to have regeneration. For a detailed discussion on impairments and constraints in optical layer routing, refer to [674].
25.2.2 Routing in WDM with Full Conversion: Transport Mode

As you can probably realize, the routing problem for transport service in a WDM network is a minimum cost routing problem of integer MCNF type. Below, we present the routing problem identifying where and how this is different from the general MCNF.

In a WDM network each lightpath is identified with a demand to be routed. There may be many different distinct demands between the same two endpoints (see Figure 25.3); for each distinct demands, the path chosen need not be the same. In a full conversion WXC environment, it can take any path. If we consider all the distinct demands in the network, then each session (regardless of its endpoints) must be routed on a lightpath. Thus, for the purpose of formulation, we can list all distinct demands simply identified as $k = 1, \ldots, K$, without specifying what the endpoints are. What is the capacity of a link then? It is the number of lambdas allowed on a link. Thus, the problem can be formulated as follows:

$$
\text{minimize}_{u} \quad F = \sum_{k=1}^{K} \sum_{p=1}^{P_k} \xi_{kp} u_{kp} \\
\text{subject to} \quad \sum_{p=1}^{P_k} u_{kp} = 1, \quad k = 1, 2, \ldots, K, \\
\sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{kpt} u_{kp} \leq c_{\ell}, \quad \ell = 1, 2, \ldots, L, \\
\quad u_{kp} = 0 \text{ or } 1,
$$

(25.2.1)

where $u_{kp}$ is the path decision variable for the specific distinct demands to be routed if path $p$ is selected and $c_{\ell}$ is the capacity of a link in terms of number of wavelengths allowed. The rest of the notations are the same as summarized in Table 25.2. As mentioned earlier, the candidate paths to be considered need to take into account impairments and other constraints [674].

We need to make an important comment about $K$. Note that $K$ is the total number of sessions to be routed, regardless of its endpoints. Consider a network with $N$ nodes; then there are $N(N-1)/2$ demand pairs. Assume on average that there are $J$ number of distinct demands for each pair. Then, $K = J \times N(N-1)/2$ is the total number of sessions. Thus, $K$ can be a large number for a network with a large number of nodes. Note that Eq. (25.2.1) is an integer linear programming problem. Thus, it can be time consuming to solve for large $K$. This is when you want to determine how often such a routing configuration should be done for transport networking and whether the computation can be done off-line. If the answer is yes to both these questions, then a canned integer linear programming solver may suffice.

25.2.3 No Conversion Case

The no conversion case is somewhat more complicated to model. Note that a lightpath must stay on the same wavelength for the entire path. We present here a formulation discussed in [675]. In addition to the path selection variable $u_{kp}$ for each session $k$, we want to assign this session to only one wavelength $i$; we thus need another variable $w_{ki}$ to relate this requirement. Furthermore, for each link, it must be the same wavelength for a particular session; this means the product $w_{ki} u_{kip}$ should not be more than one when considered for each link $\ell$ and each wavelength $i$. Formally, we can formulate the problem as follows:
25.2.2 WDM Routing

\[
\text{minimize}_{u,w} \quad F = \sum_{k=1}^{K} \sum_{p=1}^{P_k} \xi_{kp} u_{kp} \\
\text{subject to} \quad \sum_{p=1}^{P_k} u_{kp} = 1, \quad k = 1, 2, \ldots, K, \\
\sum_{i=1}^{I} w_{ki} = 1, \quad k = 1, 2, \ldots, K, \\
\sum_{k=1}^{K} \sum_{p=1}^{P_k} \delta_{kp} w_{ki} u_{kp} \leq 1, \quad \ell = 1, 2, \ldots, L, \quad i = 1, 2, \ldots, I, \\
u_{kp} = 0 \text{ or } 1 \\
w_{ki} = 0 \text{ or } 1.
\] (25.2.2)

The difficulty with the above problem is that it is a nonlinear integer programming problem due to the product term; these types of problems are the hardest to solve in general. Certainly, heuristic approaches can be developed. Another possibility is to linearize the above problem by defining a third variable to replace the product term. See [675] for further details.

25.2.4 Protection Routing

A WDM transport network can be set up with protection routing. With GMPLS signaling, FAST-REROUTE can be used for fast restoration to a backup path in case there is a link failure. Thus, any demand between two nodes would need to have a primary path and a backup path. Second, if there are different demands for customers requiring either full or partial protection, these would need to be accommodated by the transport provider as well. For this purpose, the transport network routing design problem presented earlier in Section 24.4 is applicable; thus, we refer you to this section for how the routing problem can be formulated. Note that if all demands are to be protected, instead of some being partially protected, the same model can be used. In this case, the value for protection-level parameter, \( \alpha_s \), is needed to be set to 1, and again the model presented in Section 24.4 is applicable.

It is worth noting that in addition to GMPLS, there are hardware-based and control-plane mechanisms are also available. For instance, automatic protection switching is available for protection. For additional discussions, see [77]. Also, diversity can be used as an alternative to backup paths, which serves as a mechanism to provide some level of connectivity if one of the paths fails where each path is limited in what it can carry due to diversity requirements. This is another type of constraints that can be incorporated in a modeling framework.

25.2.5 On-Demand, Instantaneous WDM services

In recent years, there have been efforts to provide on-demand, instantaneous WDM services. This means that the customer request arrival is similar to a voice call arrival, and a request blocking cannot be ruled out. Then, in the WDM network, the routing problem will be on demand, unlike in transport mode discussed earlier. Since the request requires a dedicated wavelength, the on-demand problem is essentially similar to the dynamic routing circuit-switched routing problem. One major difference is the conversion capability of nodes; if
nodes have full conversion capability, then this is similar to dynamic call routing, certainly allowing for multilink paths, which we discussed and analyzed earlier in Chapter 10 and Chapter 11, as well as QoS routing presented in Chapter 17. Thus, issues such as trunk reservation are important to consider in routing decision to minimize request blocking. When the nodes do not have full conversion, the general issue is similar—the main difference is some paths are not allowable due to this restriction. In any case, we refer you to these chapters for understanding routing and control implications, which would be similar in an on-demand, instantaneous WDM routing network.

25.3 Multilayer Networking

25.3.1 Overview

Within the context of the transport network, we can see that a transport network provider has its own domain to meet the demand requirement through transport node equipment and transport network links. It is important to point out that three different ISPs could conceivably use a single transport network provider as shown in Figure 25.4, or an ISP network may be carried by multiple transport network providers as shown in Figure 25.5. Furthermore, it is possible that a transport network provider would carry customer requirements for Internet, telephone network, or private-line customers’ networks (as shown in Figure 25.6). Regardless, note that routing within its own network remains the responsibility of each provider, be it an ISP, a telephone service provider, a virtual private network provider, or a transport network provider.

It is becoming apparent that the overall conglomerate of these various networks gives rise to a multilayer network environment where each layer has its own definition of traffic, link capacity, and node gears (i.e., functionalities provided by the equipment in a node).

To put it simply, the architecture of communication networks can be complicated; this is due to not only the large number of nodes that can form a particular network, but also the
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**Figure 25.4** Three different administrative domains using the same transport provider.
traffic network such as the Internet and PSTN, and the transport network such as SONET or WDM for carrying these traffic networks. In essence, a network (or layer) rides on another network, i.e., a traffic network needs a transport network to connect the links needed for the traffic network; then, within the transport network, multilayers are possible due to different data rates. From a service point of view, a user of a traffic network does not “see” the dependency on the transport network.

We will now illustrate a simple network example to illustrate the distinction between different layers in a network topological architecture and highlight the relationship. Consider a four-node network environment for an IP network within an administrative domain. For this network, we have four routers that are connected as shown in Figure 25.7 (top); links
FIGURE 25.7 Trunking view (IP or PSTN) and transport network view.

(trunks) have the capacity to carry the traffic, possibly with mixed capacity, T1, T3, or OC-3. Note that links are logical in the traffic network (IP network in this case).

We now need the aid of a transport network to route these logical links and the associated capacity (see Figure 25.7, bottom). For example, the link capacity unit for the logical link, $f$, between nodes 1 and 3, in an IP network is connected using the transport network route 1-2-3; similarly, the demand unit for logical link 1-4, between nodes 1 and 4 in the traffic network, is connected via the transport route 1-2-3-4.

Based on mapping between just two layers in the network hierarchy, an important picture emerges. For example, in the IP network, we see three node-diverse and link-wise logically diverse routes between nodes 1 and 4; they are 1-4, 1-2-4, and 1-3-4. By diverse we mean there is no common link (in the logical view) from one route to another. In reality, the actual topology view can be different at a different layer. This is shown at the bottom of Figure 25.7 where we see that the logical links are actually all routed on the same transport network path,
i.e., there is no diversity. Thus, a network may look logically diverse in one layer but may not be diverse in another layer; this also has implications in protection and restoration design (network robustness) due to the interrelation between layers. Thus, multilayer network design is an important problem to consider. For instance, it needs to address which layer would be responsible for restoration. There are speed issues, which can affect any coordinated effort. For example, if upper layer takes time to converge, and the lower can do it in less than a sec, then the upper layer may not perceive it. Thus, we can see that coordination between layers is an important issue to understand to avoid undesirable behavior when both layers try to solve the restoration problem at the same time; for additional details, see [564].

As pointed out earlier, there are different traffic networks possible, e.g., Internet, PSTN. Also, service networks such as VPNs can also be considered along with the traffic networks over transport networks. However, there can be multiple transport functionalities, one stacked over another. For example, an MPLS network can be a transport network for IP; in turn, the MPLS network can use a WDM network for transport. These may be stacked in a physical network architecture. Thus, from a network architectural view, a simple picture to consider is an IP or telephone network at the top layer; this uses a first-layer transport network such as MPLS, which, in turn, uses an optical network; in our illustration, we show IP over MPLS over WDM (Figure 25.8).
25.3.2 IP Over SONET: Combined Two-Layer Routing Design

We have discussed so far why the communication network infrastructure is inherently multilayered and how different layers of network resources are related, either in a traffic-over-transport or in a transport-over-transport manner. In this section, we will discuss a two-layer routing design problem for a network consisting of the traffic (IP) and the transport (SONET) layer. As you will see, the routing and capacity design gets intertwined in a multilayer framework.

Recall that in Chapter 7 we discussed IP traffic engineering; in doing so, we have shown how IP traffic flows depend on the link weight (metric) system with protocols such as OSPF or IS-IS that use the shortest paths for routing data packets. In Section 25.1.3, we considered another technology, SONET/SDH, for the transport network with DXC capabilities. Consider now an IP network and suppose that the IP links connecting IP routers need to be physically realized as transmission paths in a SONET network using DXCs. Thus, we have the IP-over-SONET network with a two-layer resource hierarchy, using PoS technology. A pictorial view of this hierarchy is shown in Figure 25.9. Then, the two-layer routing design question we want to address is as follows: given an IP intradomain network and the fact that the IP links are realized as transmission paths over a capacitated SONET network, how do we determine the capacity required for the IP links and the routing of these links in the SONET network in an integrated manner to meet a traffic engineering goal?

Such a two-layer integrated design is often possible only for network providers who own both the IP network (upper layer) and the SONET network (lower layer). Therefore, we assume that this is the case and that the capacity in the SONET network is given (and hence limited). Now, for the IP network, we need to determine the IP link capacity given that (packet) flow allocation is driven by the shortest-path routing. Suppose that we are given the
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demand volume for the IP network (in Mbps) between different routers. We will be introducing two terms: demand volume unit (DVU) and link capacity unit (LCU). Suppose also that we use OC-3 interface cards to connect the routers; this means that IP links are modular with a speed equal to 155.52 Mbps, and the LCU of IP links is then 155.52 Mbps. If one DVU in the IP layer is equal to 1 Mbps, then the IP link module value is given as \( M = 155.52 \) Mbps. Now, the capacity of the IP links becomes demand volumes for the SONET layer, implying that one DVU in the lower layer is equal to one OC-3. This demand is then routed over the lower layer network using high-speed SONET transmission links such as OC-48 (or OC-192); this in turn implies that one LCU of the lower layer links is equal to \( N = 16M \) because one OC-48 (= 2,488.32 Mbps) system can carry 16 OC-3 modules. Finally, observe that the capacity of an IP link is routed (realized) on a path traversing a series of intermediate DXC nodes between the end DXCs connected to the end IP routers of the considered IP link.

To summarize, the DVU for IP demands is equal to 1 Mbps, and the LCU for IP links is equal to \( M = 155.52 \) Mbps. The LCU from the IP network becomes the DVU for the SONET network in the two-layer architecture, i.e., DVUs for the SONET network can be thought of as OC-3s. We assume that the link capacity in the SONET network is given in multiples of OC-3s, namely, in OC-48s. Then the LCU for the SONET network links is equal to OC-48 with modularity \( N = 2,488.32 \) Mbps.

Formally, we denote the IP network traffic demand volume as \( h_k \) for demand \( k \), \( k = 1,2,\ldots,K \). The flow on an allowable path, \( p \), for demand \( k \) in the IP layer that is induced by the link weight (metric) system, \( w = (w_1,w_2,\ldots,w_L) \), is given by \( x_{kp}(w) \), as we discussed in Chapter 7 for IP traffic engineering modeling. Here, we are interested in the IP routing and capacity design, subject to capacity limitations in the SONET transport layer. We use \( \delta_{kp} = 1 \) to indicate path \( p \) for demand \( k \) if the IP network uses link \( \ell \) (\( \delta_{kp} = 0 \), otherwise). Then if we write the modular capacity (to be determined) on IP layer link \( \ell \) as \( y_{\ell} \) (expressed in modules \( M \)), we can see that this new demand volume, \( y_{\ell} \), induced in the upper layer would need to be routed on the SONET network. In the SONET, we will use the variable \( z_{\ell q} \) to route demand volume, \( y_{\ell} \), for upper layer link \( \ell \) on a candidate path \( q = 1,2,\ldots,Q_\ell \) in the SONET network. It is important to make a distinction between routing in the two considered layers. Routing in the IP layer is at the packet level and generates the aggregated packet flows, while routing in the SONET network is at the SONET frame level and is set up on a permanent or semi-permanent basis by setting up connection paths of OC-48 modules switched in the DXCs along the path. Note that analogous to \( \delta_{kp} \), we need to use another indicator to map the SONET links onto the SONET paths realizing the IP links. The candidate paths in the SONET layer for IP link \( \ell \) would be denoted by index \( q \), here \( q = 1,2,\ldots,Q_\ell \). Then, \( y_{\ell q} \) takes a value of 1 if path \( q \) on the transport layer for demand \( \ell \) uses link \( g \), and 0 otherwise. Finally, we denote the capacity of link \( g \) in the SONET network by \( c_g \) expressed in OC-48 modules denoted by \( N \).

Assume that the routing cost in the IP network is \( \xi_{kp} \) on path \( p \) for demand \( k \); similarly, in the SONET network, we incur a cost of \( \zeta_{\ell q} \) to carry demand \( y_{\ell} \) on path \( q \) for demand \( \ell \). Then, the traffic engineering design problem can be written as follows:
\begin{align}
\text{minimize}_{w, y, z} & \quad \sum_{k=1}^{K} \sum_{p=1}^{P_k} \xi_{kp} x_{kp}(w) + \sum_{\ell=1}^{L} \sum_{q=1}^{Q_{\ell}} \zeta_{\ell q} z_{\ell q} \\
\text{subject to} & \quad \sum_{p=1}^{P_k} x_{kp}(w) = h_k, \quad k = 1, 2, \ldots, D, \\
& \quad \sum_{p=1}^{P_k} x_{kp}(w) \leq \rho M y_{\ell}, \quad \ell = 1, 2, \ldots, L, \\
& \quad \sum_{q=1}^{Q_{\ell}} z_{\ell q} = y_{\ell}, \quad \ell = 1, 2, \ldots, L, \\
& \quad \sum_{\ell=1}^{L} M \sum_{q=1}^{Q_{\ell}} \gamma_{g \ell q} z_{\ell q} \leq N c_g, \quad g = 1, 2, \ldots, G, \\
& \quad w_{\ell} \text{ nonnegative integer} \\
& \quad y_{\ell}, z_{\ell q} \text{ nonnegative integer}.
\end{align}

Note that other factors in the objective function can be incorporated as well (refer to Chapter 7). In the above, we can see that capacity, $y_{\ell}$ of IP layer link $\ell$ becomes the demand volume for the lower layer and needs to be routed on the paths in the SONET network. Note that there is a coefficient, $\rho (0 < \rho < 1)$, called the link utilization coefficient, used in the upper layer link capacity constraints that can be used for limiting IP link congestion. There are two cost components. The first is the routing cost in the IP layer, and the second cost component is the routing cost in the SONET layer. The second component can be used to model various situations. For instance, if we assume $\zeta_{\ell q} \equiv 1$, then we are in fact maximizing the spare capacity on the SONET links. Another example is when $\zeta_{\ell q} = \zeta_{\ell}, q = 1, 2, \ldots, Q_{\ell}$; then we can interpret $\zeta_{\ell}$ as the cost rate (e.g., monthly or yearly cost) of one LCU of the IP link $\ell$ to be paid by the IP provider to the SONET network provider for carrying the IP link capacities. Additional discussion on multilayer design can be found in [564].

25.4 Overlay Networks and Overlay Routing

In recent years, overlay networks and overlay routing have received considerable attention. From our discussion so far on multi-layer routing, you can see that the notion of overlay has been around for quite some time. For instance, consider the telephone network over the transport network, or Internet over the transport network; we can say that any such “service” network is also an overlay network over the telecommunication transport network. Understanding the interaction of such overlay networks over the telecommunications transport network has been studied for quite some time. One of the key issues to understand is how a failure in the underlying transport network, for example, due to a fiber cut, can impact rerouting in the service network [174], [241], [262], [468], [473], [474], [475], [498], [723], [761]. Any such routing decision also needs to consider shared risk link groups, both in terms of reaction after a failure and also to do preplanning during route provisioning through diversity or capacity expansion. For instance, consider Figure 25.8 in which MPL links M1-M2 and M1-M3 would likely to be routed on WDM routes S1-S5-S2 and S1-S5-S3, respectively; here, link S1-S5 falls into the shared risk link group category since the failure of this link will affect
25.5 Summary

In this chapter, we covered two topical areas: optical networking and multilayer networking. For optical networking, there are two main classes of problems: SONET/SDH routing and
WDM routing. We discussed how these are transport network routing problems. We also pointed out that on-demand WDM routing is closer to a dynamic call routing problem.

We then discussed multilayer networking, presenting the overall architectural view in order to see how routing fits in. It may be noted that routing and capacity design are intertwined in a multilayer setting. That is, an upper layer’s capacity becomes demand volume for a lower layer. Thus, if the capacity assignment can be dynamically configurable, it has many implications for network and system stability.

It may be noted that multilayer routing requires common addressing schemes for nodes, or else a mechanism so that information can be exchanged from one layer to another layer. Furthermore, a coordinated network management system is required to exchange such information [472].

Further Lookup

Historically, the first important instance of multilayer networking goes back to the development of the circuit-switched voice network as the traffic network, and the transmission system (for circuit routing of the link capacity, i.e., trunk groups, for circuit-switched voice) with rates such as T1 and T3 as the transport network, thus forming a traffic transport layering architecture. That is, in summary, this combination of circuit-switched voice traffic networks over transport networks is the first example of multilayered networks.

While this relationship has been known and has been in use for several decades [582], [583], [584], [596], [742], integrated network modeling and design considering both of these networks together was not considered initially. In earnest, it can be said that the need was not as great when the transmission system was made of co-axial cables, which is inherently physically diverse. The need became much more pronounced when the transmission network started to move from the PDH systems based on co-axial cables to fiber-based SDH/SONET systems in the late 1980s. The immediate effect was that the transmission network became sparse, with links composed of fibers of enormous capacity, capable of carrying many trunk groups between distant switching nodes. The downside of this was that a single fiber cut could affect multiple trunk groups in the circuit-switched voice networks. With the advent of IP networks, the same issues have come up over the past decade. Thus, this area has seen tremendous interest, starting in the early 1990s. Thus, for the area of multilayer routing and design, we refer you a sampling of collections: [3], [31], [32], [174], [184], [185], [187], [241], [254], [267], [268], [420], [383], [465], [467], [468], [472], [473], [475], [511], [512], [633], [723], [761].

Optical networking, particularly routing, has been an active area of research in the past decade. Accordingly, the literature is vast. There are excellent books on optical networking such as [509], [580]. A framework for IP-over-optical networks is described in RFC 3717 [573]. For discussion related to PPP-over-SONET, see RFC 2615 [440] and RFC 2823 [110]. For a historical view of IP over optical architecture at a tier-1 provider, see [426].

Several heuristic algorithms have been developed to solve the routing and wavelength assignment problem [53], [137], [446], [540], [511]. For a recent survey of various solutions of RWA problem, see [136].

Another stream of problems in optical networks is IP logical topology design and routing at IP layer in an IP-over-WDM networking paradigm; for example, see [54], [55], [196], [511],
[512], [579]. Another important factor in logical topology design is time-varying traffic, as a topology designed for a traffic demand at a certain time might not respond well for traffic matrix at another time. For detailed discussion of logical topology reconfiguration, see [3], [54], [246], [576].

25.5 Exercises

25.1. Solve the SONET ring routing problem discussed in Section 25.1.2 in which demand is allowed to be split, but still must be integer valued.

25.2. Explain the relation between routing and capacity in a multilayer setting though a small network topology example.

25.3. Consider the following demand matrix on a four-node ring (Figure 25.1).

<table>
<thead>
<tr>
<th>node \ node</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12</td>
<td>16</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>–</td>
<td>4</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>–</td>
<td>–</td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>

Determine the optimal ring routing if the goal is to balance the ring load.

25.4. Consider Figure 25.8. Determine minimum link connectivity required in the WDM network for protection against any WDM link failure.

25.5. Convert nonlinear Model (25.2.2) to an equivalent model where the constraints are linear.